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Abstract—We examine the behavior of the Additive-Increase Multiplicative-Decrease (AIMD) congestion control algorithm. We present a variant of a recently proposed matrix model that allows us to obtain previous results for competition via a single bottleneck link. We then extend these results to the case of multiple bottleneck links paying particular attention to some aspects of fairness and convergence properties for multiple bottleneck systems. We examine both the synchronous (deterministic) and asynchronous (stochastic) cases. A simple simulation example illustrates the results.

I. INTRODUCTION

Traffic generated by the Transmission Control Protocol (TCP) accounts for 85% to 95% of all traffic in today’s Internet [1]. TCP, in congestion avoidance mode, is based primarily on Chiu and Jain’s [2] Additive-Increase Multiplicative-Decrease (AIMD) paradigm for decentralized allocation of a shared resource (e.g., bandwidth) among competing users. The AIMD paradigm is based upon a network of users who independently compete for the available resource by using two basic strategies; each user probes for its share of the available resource by gradually utilizing more and more of the resource (the additive increase stage), and then instantaneously down-scales its utilization-rate in a multiplicative fashion when notified that capacity has been reached (the multiplicative decrease stage). With some minor modifications, the AIMD algorithm has served the networking community well over the past two decades and it continues to provide the basic building block upon which today’s internet communication is built.

The dynamics of communication networks in which the AIMD algorithm is deployed have been studied extensively from an empirical viewpoint in the networking and computer science community, and more recently from a mathematical perspective in the mathematics literature; for example, see [3], [4], [5], [6], [7], [8], [9], [10] and references therein. In these papers, some fundamental properties of networks that utilize the AIMD algorithm have been established. For networks where the resource constraint is a bound on the sum of the resource shares of the users, basic stability and convergence properties have been determined, both in a deterministic and in a stochastic setting. In particular, it has been shown that (with a fixed number of users) such networks possess unique stable equilibria to which the system converges geometrically from all starting points.

However, the original AIMD algorithm, as proposed by Chiu and Jain, was based upon a number of assumptions that are generally not valid in real network scenarios. In particular, these include the notion that all sources compete for bandwidth in a single bottleneck scenario. Recently, a number of authors have reported that in such circumstances, AIMD dynamics can lead to network oscillations. In this context our primary interest here is to derive results that describe the behavior of AIMD networks in a quantifiable manner in multiple-bottleneck networks. We note that a number of network models have already been proposed in the literature that purport to capture the essential dynamics of AIMD networks. Roughly speaking, two modeling approaches can be discerned; (i) models based upon fluid approximations of network behavior [8], [11]; and (ii) linear algebraic models that take into account the multi-modal behavior of AIMD networks [9], [12]. While both of these approaches successfully accommodate single bottleneck scenarios, extensions to networks with multiple congested routers have not been straightforward. In particular, the linear algebraic models proposed in the literature have failed to deliver results in multiple-bottleneck scenarios. The main contribution of this note is to present a variant of a recently proposed matrix model that allows us to derive results which predict a degree of fairness in resource allocation between flows that compete directly with each other; even in the presence of network oscillations.

II. MATHEMATICAL FRAMEWORK

The general problem setup that we consider follows that of [9]. Throughout this paper, we consider a set of $n_s$ AIMD sources, flowing through a network with multiple bottlenecks. We assume that each AIMD source has (effectively) an infinite amount of data, and therefore will always alternate between an additive increase, followed by the source detecting congestion, resulting in a multiplicative decrease phase. Let $Z_{\geq 0}$ denote the nonnegative integers. We denote the (ordered) set of times at which congestion occurs at any node by $t_k: k \in Z_{\geq 0}$. We assume that the sequence $t_k$ does not contain any accumulation points\(^1\). We shall return to this assumption later to give conditions sufficient to guarantee that this is the case.

We denote by $x_i(t) \in R^+$ the flow rate of the $i^{th}$ source at the $k^{th}$ congestion event. Denote the additive increase\(^1\) in other words, we wish to rule out the possibility that an infinite number of congestion events occur in an arbitrarily short time.
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\(^1\)In other words, we wish to rule out the possibility that an infinite number of congestion events occur in an arbitrarily short time.
and multiplicative decrease parameters of the $i^{th}$ source by 
\[ \alpha_i \in (0, \infty) \text{ and } \beta_i \in (0, 1) \text{ respectively.} \]
We assume that the additive increase parameter is small enough compared to the total number of packets in the network that the additive increase phase is effectively continuous. We ignore network and queuing delays in this model framework.

We assume that the network consists of $n_n$ nodes, labeled 
\[ j = 1, 2, \ldots, n_n, \] and that each flow originates with a source, \( i \in \{1, 2, \ldots, n_n\} \) and passes through a set of nodes \( N_i \subseteq \{1, 2, \ldots, n_n\} \). Also, denote by \( \Omega_j \subseteq \{1, 2, \ldots, n_n\} \) the set of flows that pass through node \( j \). We assume that each node has a total capacity, \( B_j \geq 0 \), and that the node capacity constraints can be expressed as:

\[
B_j \geq \sum_{i \in \Omega_j} x_i(k); \forall j \in \{1, 2, \ldots, n_n\}, k \in \mathbb{Z}_{\geq 0}. \tag{1}
\]

Suppose that (1) is satisfied at the $k^{th}$ congestion event. Then for all times after the previous congestion event, leading up to the current event (that is for $t \in (t_{k-1}, t_k)$), all flows will be in their additive increase phase. It therefore follows that their maximum over this time interval is at $t_k$, and therefore if the constraints are satisfied at all congestion events, then they must also be satisfied at all intervening times.

To simplify the notation, we denote the stacked vector of source flows by 
\[
X^T(k) := \begin{bmatrix} x_1(k) & x_2(k) & \cdots & x_{n_n}(k) \end{bmatrix}^T \]
then note that the constraints (1) can be expressed in vector form as:

\[
B_j \geq L_j^T X(k); \forall j \in \{1, 2, \ldots, n_n\}, k \in \mathbb{Z}_{\geq 0} \tag{2}
\]
where \( L_j \) is a vector with $i^{th}$ element unity if the $i^{th}$ flow includes node $j$, and zero otherwise; that is, \( (L_j)_i = \mathbb{I}_{j \in N_i} \).

We make the following assumption on the flows:

**Assumption 1:** All flows include at least one node. That is:

\[
N_i \neq \emptyset : \forall i \in \{1, 2, \ldots, n_n\}. \tag{3}
\]

Note that Assumption 1 implies that the constraints (2) form a compact set. More specifically, under Assumption 1 there exists\(^2\) an \( X_{\text{max}} \in (0, \infty) \) such that for all \( X(k) \) in the positive orthant satisfying (2), we have:

\[
\|X(k)\|_2 \leq X_{\text{max}}. \tag{4}
\]

At the $k^{th}$ congestion event, we assume that at least one node is congested. We denote by \( J(k) \subseteq \{1, 2, \ldots, n_n\} \) the set of nodes congested at $t_k$, that is; \( J(k) = \{ j : B_j = L_j^T X(k) \} \).

**A. Synchronous Traffic**

In the synchronous traffic case, we assume that all flows that include a congested node experience congestion. In practice, this would mean that all flows through a congested link would have a packet dropped. This may be a reasonable assumption in some cases such as: where the flows are at least somewhat fair (that is, no flows experience a much smaller share of the available bandwidth than the average); or, the total number of packets dropped by routers at each congestion event is large compared to the number of flows through the router (for example, if the product of the packet data rate and round trip time is large compared to the number of flows).

Note that in this case, using our model framework, it is straightforward to show that a congestion event at time $t_k$ in node \( j \) causes a drop in flow in node \( j \) from \( B_j = \sum_{i \in \Omega_j} x_i(k) \) to \( \sum_{i \in \Omega_j} \beta_i x_i(k) \). Thus the total decrease in flow in node \( j \) is \( \sum_{i \in \Omega_j} (1 - \beta_i) x_i(k) \geq \left(1 - \max_{i \in \Omega_j} \beta_i \right) B_j \). Since the rate of increase of flow through node \( j \) is at most \( \sum_{i \in \Omega_j} \alpha_i \), it follows that the minimum time between congestion events for node \( j \) is at least \( B_j \left(1 - \max_{i \in \Omega_j} \beta_i \right) / \left(\sum_{i \in \Omega_j} \alpha_i \right) \). Furthermore, since there are a finite number of nodes (each of which has a nontrivial lower bound on the time between successive congestion events), there cannot be any accumulation points in congestion times.

For the case of synchronous traffic, the model we adopt for the recursion is given by:

\[
X(k + 1) = A_j(k) X(k) + UT(k) \tag{5}
\]
where \( U \) is a stacked vector of the additive increase parameters \( U = \begin{bmatrix} \alpha_1 & \alpha_2 & \cdots & \alpha_{n_n} \end{bmatrix}^T \); \( T(k) = t_{k+1} - t_k \) is the time between congestion events given by:

\[
T(k) = \max_{T : B_m \geq L_m(\{A_j(k) X(k) + UT(k)\}; m = 1, 2, \ldots, n_n} \{T\}; \tag{6}
\]
and \( A_j \) denotes a diagonal matrix with $i^{th}$ element given by:

\[
(A_j)_{ii} = \begin{cases} \beta_i : i \in \Omega_j \\ 1 : \text{otherwise} \end{cases}. \tag{7}
\]

In other words, when node \( j \) experiences congestion, all flows which transit node \( j \) (i.e., all flows in \( \Omega_j \)) reduce their flow rate as \( \beta_j x_i(k) \), while flows not crossing node \( j \) are unaffected and continue to increase their rates.

Note that in this case, it is straightforward to show that the time between congestion events is bounded. In particular, if we let \( \alpha = \min_{i \in \Omega_j} \{\alpha_i\} \) and take any \( X > X_{\text{max}} \), then using (5), \( T(k) > X / \alpha \) implies \( \|X(k+1)\| > X \) which contradicts (4).

**B. Asynchronous Flows**

In this case, we no longer assume that when a node is congested, that all flows experience congestion (i.e., not all flows are notified that the node is congested). Rather, at random, one or more flows will experience congestion. In this case the model of (5) becomes more complex, since the appropriate \( A \) matrix is no longer a deterministic function of the congested node, \( j(k) \). For simplicity, we follow the model framework of [9] wherein the probabilities associated with whether or not source \( i \) experiences congestion is independent\(^4\) of other sources and is given by \( \lambda_i \). More

\(^2\)For example, it suffices to take \( X_{\text{max}} = \sqrt{\pi \alpha} \max_j \{B_j\} \).

\(^3\)Since a congestion event at a node other than node \( j \) may cause some flows through node \( j \) to decrease.

\(^4\)Here the independence is both serially in time and between different flows.
complex models that take into account the dependence of the probability of detecting congestion on the relative fraction of the total flow can be developed. A detailed analysis of such models is substantially more complex due to the nonlinear nature of the models. However, in the case of independent drop probabilities, the equivalent model to (5) becomes:

\[ X(k + 1) = A_k X(k) + UT(k) \tag{8} \]

where \( A_k \) is a diagonal random matrix with elements given by

\[ A_k(ii) = \begin{cases} \beta_i & \text{w.p. } \lambda_i \text{ for } i \in \Omega_j(k) \\ 1 & \text{otherwise} \end{cases} \]

Under the assumption above on independence of the probabilities in the elements of \( A_k \), from (8) we can show that the expected value of \( X(k) \) (denoted \( E\{X(k)\} \)) satisfies the recursion:

\[ E\{X(k + 1)\} = A_k^{*} E\{X(k)\} + U E\{T(k)\} \tag{9} \]

where \( A_k^{*} \) is a constant diagonal matrix with elements \( \beta'_i = 1 - \lambda_i + \lambda_i \beta_i \) for \( i \in \Omega_j(k) \).

III. SINGLE BOTTLENECK ANALYSIS

Before addressing the multiple bottleneck case, we first review some existing results (see for example [9]) on the single bottleneck case. If there is a single bottleneck, it must restrict all flows, that is, \( L \) is a vector of all unity elements. Otherwise, any flows not restricted would grow without bound.

A. Synchronous Single Bottleneck

For synchronous flows with a single bottleneck, the model (5) simplifies to:

\[ X(k + 1) = AX(k) + UT(k) \tag{10} \]

where \( A \) is diagonal with \( i^{th} \) element \( A_{ii} = \beta_i \). \( T(k) \) can be computed as the duration required to achieve the capacity constraint \( LT X(k + 1) = B \), that is, \( T(k) := \frac{B - Xk}{L \cdot U} \).

Define\(^5\)

\[ T_* := \frac{B}{L^T(I - A)^{-1}U} \quad \text{and} \quad X_* := (I - A)^{-1}UT_* \]

Further, define error coordinates \( E(k) := X(k) - X_* \) and \( \Delta(k) := T(k) - T_* \). Then we can re-write (10) as:

\[ E(k + 1) = A E(k) + U \Delta(k) \tag{11} \]

Now \( \Delta(k) = -\frac{L^T A}{L^T U} E(k) \) and therefore, we can re-write (11) as:

\[ E(k + 1) = \left( A - \frac{U L^T A}{L^T U} \right) E(k) \tag{12} \]

We now perform a diagonal state transformation, with \( D = diag\{\sqrt{\alpha_i/\beta_i}\} \). Then if we define \( V^T := \begin{bmatrix} \sqrt{\alpha_1} & \sqrt{\alpha_2} & \ldots & \sqrt{\alpha_n} \end{bmatrix} \), it can be shown that we have \( D^{-1} U = A^2 V; \quad L^T A D = V^T A^2 \) and \( L^T U = V^T U \). Therefore, with \( F(k) := DE(k) \) we have:

\[ F(k + 1) = A^2 \left( I - \frac{V V^T}{V^T V} \right) A^2 F(k) \tag{13} \]

It then follows from (13) that\(^6\)

\[ \|F(k+1)\| \leq \|A\|\|F(k)\| = \max\{\beta_i\} \|F(k)\| \]

As \( \beta_i \in (0, 1) \) for all \( i \), this implies that \( F(k) \) converges exponentially to the origin. Consequently, \( X(k) \) converges to \( X^* \).

B. Asynchronous Single Bottleneck

Similarly, if we consider the asynchronous flows case, then \( A'_k \) in (9) becomes the constant matrix \( A' = diag\{\beta'_i\} \), and (9) becomes:

\[ E\{X(k + 1)\} = A'E\{X(k)\} + U E\{T(k)\} \tag{14} \]

Then by direct extension of the analysis in Section III-A (or from [9]), if we define

\[ T^{*'} = \frac{B}{L^T(I - A')^{-1}U} \quad \text{and} \quad X^{*'} = (I - A')^{-1}UT^{*'}, \]

then \( E\{T(k)\} \) converges exponentially fast to \( T^{*'} \) and \( E\{X(k)\} \) converges exponentially fast to \( X^{*'} \).

IV. PARALLEL FLOWS

In this section, we wish to consider aspects of the behavior of more general network configurations. One particular aspect of more general, multiple bottleneck networks, is to consider the behavior of ‘parallel’ flows. Here we define parallel flows as flows that pass through an identical set of congested nodes. In other words, flows \( i_1, i_2, \ldots, i_p \) are parallel if and only if:

\[ N_{i_1} = N_{i_2} = \cdots = N_{i_p} = : N_p \tag{15} \]

Recall that \( N_i \) is the set of nodes through which flow \( i \) passes.

We would argue that some measure of fairness between parallel flows is necessary (though not sufficient) for overall network ‘fairness’. In particular, users might at least expect relative fairness with other users who share identical routes, even if it is not possible to simply quantify or ensure ‘fairness’ in relation to users having different paths and destinations.

A. Synchronous Parallel Flows: Time Averages

Consider first the simple case where we have synchronous flows modeled by (5) and (6), where some of the flows \( i_1, i_2, \ldots, i_p \) are parallel in the sense of (15). In this case, define a selection vector \( E_p \in \mathbb{R}^{n \times n_s} \) as:

\[ E_p = \begin{bmatrix} e^{T}_{i_1} \\ e^{T}_{i_2} \\ \vdots \\ e^{T}_{i_p} \end{bmatrix} \tag{16} \]

\(^6\)This is slightly weaker than is possible, but suffices for the main properties we wish to show.
where \( e_i \) denotes the \( i \)th elementary vector. Define \( X_p(k) = E_pX(k) \) as the subflows at the \( k \)th congestion event. We now consider the evolution of \( X_p(k) \). For this subsection, without loss of generality, we assume that for all \( k \), congestion occurs on one of the nodes in the parallel flow\(^7\). In this case, using (5) and (16), the recursion for the subflows becomes:

\[
X_p(k + 1) = A_pX_p(k) + U_pT(k)
\]

where \( U_p := E_pU \) and \( A_p := E_pA_pE_p^T \) are independent of which node within \( N_p \) is congested.

Note that we cannot apply the same analysis as in the previous section since, due to the presence of flows outside the parallel grouping, we cannot calculate the time between congestion events. However, we can make the following claim:

**Claim 2:** Consider any set of parallel flows. Take any \( U_p^\perp \) orthogonal to \( U_p \); that is, \( U_p^\perp U_p = 0 \). Suppose that either of the following conditions hold:

\[
\beta_{i_1} = \beta_{i_2} = \cdots = \beta_{i_p} =: \beta_p
\]

or

\[
\lim_{k \to \infty} T(k) = T_{\infty}
\]

then

\[
\lim_{k \to \infty} \left( U_p^\perp (I - A_p)X_p(k) \right) = 0.
\]

**Proof:** Note that in either case, from (17) that:

\[
X_p(k) = A_pX_p(0) + \sum_{\ell=0}^{k-1} A_p^{k-1-\ell}U_pT(\ell).
\]

The first term in (21) decays exponentially fast to zero, so it remains to evaluate properties of the remaining term.

First, suppose that (18) holds. Then it follows that \( A_p = \beta_p I, A_p^T = \beta_p^T I \), and \( U_p^\perp (I - A_p)^{-1} = \frac{1}{1 - \beta_p} U_p^\perp \). Using these facts along with (21) and ignoring initial conditions gives:

\[
(U_p^\perp (I - A_p)X_p(k)) = (1 - \beta_p)U_p^\perp X_p(k) = \sum_{\ell=0}^{k-1} \beta_p^{k-1-\ell}T(\ell) = 0
\]

Alternatively, suppose that (18) is not assumed to hold, but that instead (19) holds. In this case we note first that as \( k \to \infty \), again ignoring initial conditions:

\[
X_p(k) = \sum_{\ell=0}^{k-1} A_p^{k-1-\ell}U_pT(\ell)
\]

\[
= \sum_{\ell=0}^{k-1} A_p^{k-1-\ell}U_pT_{\infty} + \sum_{\ell=0}^{k-1} A_p^{k-1-\ell}U_p(T(\ell) - T_{\infty})
\]

\[
\to (I - A_p)^{-1}U_pT_{\infty}
\]

and the result follows immediately.\(^{\Box}\)

In other words, under the conditions stated in Claim 2, the states converge to a one dimensional subspace aligned with \( (I - A_p)^{-1}U_p \) (the Perron eigenvector in [9, Theorem 2.1]) which has \( i \)th element \( (1 - \beta_i)^{-1}\alpha_i \). Note however, that this does not apply in general (i.e., in the absence of (18) or (19)). However, the following is true:

**Claim 3:** Consider any set of parallel synchronized flows, \( (17) \), subject to Assumption 1, then

\[
\lim_{K \to \infty} \left( \frac{1}{K} \sum_{k=k_0}^{k_0+K} U_p^\perp (I - A_p)X_p(k) \right) = 0.
\]

**Proof:** First, take summations of (17) to give:

\[
\frac{1}{K} \sum_{k=k_0}^{k_0+K} X_p(k) =
\]

\[
A_p \frac{1}{K} \sum_{k=k_0}^{k_0+K} X_p(k) + U_p \frac{1}{K} \sum_{k=k_0}^{k_0+K} T(k).
\]

Then we can rearrange (24) to the form:

\[
(I - A_p) \frac{1}{K} \sum_{k=k_0}^{k_0+K} X_p(k) =
\]

\[
\frac{1}{K} (X_p(k_0) - X_p(k_0 + K + 1)) + U_p \frac{1}{K} \sum_{k=k_0}^{k_0+K} T(k).
\]

Multiplying (25) from the left by \( U_p^\perp \) and taking the limit as \( K \to \infty \) gives the desired result in view of the boundedness of \( X_p(k) \).

**Remark 4:** By operating in terms of expected values, the extension to stochastic networks defined in Section II-B is immediate. We defer detailed discussion of this to Section IV-C after we have given some interpretations of Claim 3.

We first note that in the case where the states do converge, Claim 3 immediately gives the following corollary.

**Corollary 5:** Consider any set of parallel synchronized flows, \( (17) \), subject to Assumption 1 and suppose that \( X_p(k) \) converges to a limit denoted by \( X_p(\infty) \). Then

\[
U_p^\perp (I - A_p)^{-1}X_p(\infty) = 0.
\]

**Remark 6:** Since Claim 3 holds for any set of synchronized flows, including any pair of flows, it represents a kind of average inter-flow fairness. The time average of the peak flows represented in \( X_p(k) \) lies on a given ray from the origin. Moreover, for any flows \( \ell \) and \( m \) that are parallel, take \( U_p^\perp \) as a vector with all elements zero, except the \( \ell \)th element \( 1/\alpha_\ell \) and the \( m \)th element \( -1/\alpha_m \). We then have the long term time average (which we denote with an overbar; i.e., \( \bar{X}_{\ell} := \lim_{K \to \infty} \frac{1}{K} \sum_{k=0}^{K} X_{\ell} \)):

\[
\frac{1 - \beta_\ell}{\alpha_\ell} (X_{\ell})_{\ell} - \frac{1 - \beta_m}{\alpha_m} (X_{\ell})_{m} = 0
\]

and therefore, provided the appropriate time averages exist, (27) implies

\[
\frac{1 - \beta_\ell}{\alpha_\ell} (X_{\ell})_{\ell} = \frac{1 - \beta_m}{\alpha_m} (X_{\ell})_{m}.
\]
As an aside, we note that the basic result of Claim 3 can be generalized to models that allow for a nonlinear decrease but maintain an additive increase as follows:

**Corollary 7:** Consider an Additive Increase, Nonlinear Decrease (AIND) process with parallel flows that obey the recursion:
\[X_p(k + 1) = f(X_p(k)) + U_p T(k)\]  
where \(X_p(k)\) satisfies (4). Then for any \(U_p^{\perp}\) orthogonal to \(U_p\):
\[
\lim_{K \to \infty} \left( \frac{1}{K} \sum_{k=k_0}^{k_0+K} U_p^{\perp} (X_p(k) - f(X_p(k))) \right) = 0. 
\]  

Proof: (29) can be rewritten as:
\[X_p(k) - f(X_p(k)) = X_p(k) - X_p(k + 1) + U_p T(k). \]  

Summing (31) gives:
\[
\sum_{k=k_0}^{k_0+K} (X_p(k) - f(X_p(k))) = X_p(k_0) - X_p(k_0 + K + 1) + U_p \sum_{k=k_0}^{k_0+K} T(k). 
\]  

Multiplying (32) from the left by \(U_p^{\perp}\), dividing by \(K\), and taking limits gives the desired result.

### B. Synchronous Parallel Flows: Ensemble Averages

Because the rest of the network can influence the detailed behavior of a set of parallel flows, even in the synchronous case, it is not possible to guarantee that the parallel flows converge. The results in Section IV-A give time average results that apply in this case. Here we give some results for ensemble averages for the synchronous parallel flow case.

To facilitate this analysis, we note that in the previous approach, the capacity constraint (1) can be thought of as a “router view” of congestion. An alternate approach is to consider what bandwidth constraint a group of parallel flows will see at congestion. We observe that this bandwidth will vary depending on both which node is congested as well as how much capacity is being used by other flow groups. As such, the capacity constraint seen by any individual flow group will be random and time-varying. Using \(I_p\) to denote the \(p^{th}\) parallel flow group, we can write the capacity constraint at congestion as:
\[B_p(k) = \sum_{i \in I_p} x_i(k); \forall k \in \mathbb{Z}_{\geq 0}.\]  

Note that \(B_p(k)\) is necessarily bounded by the minimum capacity link traversed by the flow group \(I_p\).

We make the following assumption:

**Assumption 8:** The process \(B_p(k)\) is a stationary random process; i.e., there exists a finite real number \(\bar{B}_p > 0\) such that \(\mathcal{E}\{B_p(k)\} = \bar{B}_p\).

Using the previous vector notation, at congestion we have:
\[L_p^T X_p(k + 1) = B_p(k + 1),\]  

where \(L_p\) is a vector of dimension \(|I_p|\) consisting of all ones. Taking expectations on both sides, and using the evolution equation (17) we obtain:
\[L_p^T (A_p \mathcal{E}\{X_p(k)\} + U_p \mathcal{E}\{T(k)\}) = \bar{B}_p. \]  

Similar to the analysis in the single bottleneck case (Section III), we can compute the expected time between congestion events as \(\mathcal{E}\{T(k)\} = \bar{T} = \frac{\bar{B}_p}{L_p^T(I - A_p)^{-1} U_p}\) and the expected flow rate \(\mathcal{E}\{X_p(k)\}\) converges exponentially (via the same arguments in Section III-A) to:
\[\bar{X}_p = (I - A_p)^{-1} U_p \bar{T}. \]

**Remark 9:** It is important to note here that we not only characterize the asymptote but also the dynamics of the process. Convergence to the equilibrium state is exponential and bounds on the rate of convergence can be derived. It is also important to note that the dynamics of the second moment can be expressed in a similar manner to the above analysis.

From a practical viewpoint, it may well be that we do not know the expected value of the bandwidth; i.e., we will not know \(\bar{B}_p\). However, the above analysis does indicate how parallel flows will share available bandwidth within the parallel group. For example, if all flows in the group have the same increase and decrease parameters, the (unknown) bandwidth will be shared equally on average.

### C. Asynchronous Parallel Flows: Ensemble Averages

We now consider the more general model framework of Section II-B, that allows randomness in determining which flows experience lost packets at a congestion event. In this case, by the same arguments as in Claim 3, applied to (9), we obtain:
\[
\lim_{K \to \infty} \frac{1}{K} \sum_{k=k_0}^{k_0+K} U_p^{\perp} \{I - A_p\} \mathcal{E}\{X_p(k)\} = 0. 
\]  

Furthermore, if the process is ergodic, then (37) simplifies to:
\[U_p^{\perp} \{I - A_p\} \mathcal{E}\{X_p(k)\} = 0. \]

### V. EXAMPLES

**Example 1:** Consider the network topology depicted in Figure 1. Here, \(C_1 = 2.5\) units and \(C_2 = 5\) units. This arrangement gives rise to a constraint surface that is polyhedral in nature. Drops at congestion are generated at each node orthogonally to a vector \(X(k)\) generated at each node.

Example 2: Consider again the network topology depicted in Figure 1. Drops at congestion are generated at each node.
VI. CONCLUSIONS

In this paper we have extended work on the analysis of some AIMD multiple bottleneck systems, based on fairness and convergence analysis such as in [9] for the single bottleneck case. For the multiple bottleneck case, it is known that convergence does not hold in general. However, by introducing the concept of parallel flows for flows that experience an identical set of bottleneck nodes, we are able to establish results for average fairness amongst parallel flows. These results imply directly that when the flows do converge, parallel flows must satisfy a form of fairness directly analogous to those of [9]. The results have been pursued in both the synchronous and asynchronous cases, and are illustrated by a simple simulation study.
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