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Abstract. The Hausdorff dimension and measure of the set of simultaneously \( \psi \)-approximable points lying on integer polynomial curves is obtained for sufficiently small error functions.

§1. Introduction and notation. In dimensions higher than one there are two standard forms of Diophantine approximation and they have rather different properties. To describe these ideas some notation and terminology is needed. For each \( t \in \mathbb{R} \) let

\[ \| t \| = \min \{|t - r| : r \in \mathbb{Z}\} = \text{dist}(t, \mathbb{Z}), \]

and for each \( x = (x_1, \ldots, x_k) \in \mathbb{R}^k \) let

\[ \| x \| = \max \{\| x_1 \|, \ldots, \| x_k \|\}. \]

The supremum norm will be denoted by \(| . |\), that is, for a vector \( x \in \mathbb{Z}^n \),

\[ |x| = \max \{|x_1|, \ldots, |x_n|\}. \]

Throughout this paper, \( \text{hcf}(x, y) \) will be used to denote the highest common factor of the integers \( x \) and \( y \).

Let \( \psi \) be a decreasing function such that \( \psi(r) \to 0 \) as \( r \to \infty \). The set \( \mathcal{S}_\psi(M) \) of simultaneously \( \psi \)-approximable points lying on an \( m \)-dimensional manifold \( M \) embedded in \( \mathbb{R}^n \) is defined by

\[ \mathcal{S}_\psi(M) = \{x \in M : \|q.x\| < \psi(|q|) \text{ for infinitely many } q \in \mathbb{Z}\}. \]

There is a natural dual to this set, namely

\[ \mathcal{L}_\psi(M) = \{x \in M : \|q.x\| < \psi(|q|) \text{ for infinitely many } q \in \mathbb{Z}^n\}. \]

If \( \psi(r) = r^{-\tau} \) then the sets are denoted \( \mathcal{S}_\tau(M) \) and \( \mathcal{L}_\tau(M) \), respectively. Obviously any element of \( \mathbb{Q}^n \) lying on \( M \) is in \( \mathcal{S}_\psi(M) \) for all functions \( \psi \). Correspondingly, the intersection of \( M \) with a rational hyperplane given by the equation \( q.x = p \) (for \( p \in \mathbb{Z} \) and \( q \in \mathbb{Z}^m \)) is contained in \( \mathcal{L}_\psi(M) \) for all \( \psi \). Any other points in either \( \mathcal{S}_\psi(M) \) or \( \mathcal{L}_\psi(M) \) lie “close” to these points or planes. In this paper we will study \( \mathcal{S}_\psi(M) \) when \( M \) is a polynomial curve and \( \psi(r) \to 0 \) sufficiently fast.
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Many results in Diophantine approximation are of a metrical nature, that is, they hold on a set of full or zero measure. As embedded manifolds are of measure zero in the ambient space $\mathbb{R}^n$, it is appropriate to work with the relative measure induced by the manifold. For any $S \subset M$, the induced Lebesgue measure of $S$ relative to $M$ will be denoted by $|S|$. A manifold $M$ embedded in $\mathbb{R}^n$ is said to be extremal if $|\mathcal{S}_\tau(M)| = 0$ for $\tau > 1/n$, or equivalently (using Khintchine’s transference principle) if $|\mathcal{L}_\tau(M)| = 0$ for $\tau > n$. Manifolds satisfying various geometric, analytic and number theoretic properties have been shown to be extremal. A general result is due to Kleinbock and Margulis who proved that a non-degenerate manifold is extremal. This has been extended by Kleinbock to a larger class of manifolds.

Non-degeneracy is a generalization of the idea of non-zero curvature and means that for almost all points on the manifold there exists an $l \in \mathbb{N}$ such that the partial derivatives of an appropriate parametrization up to order $l$ span $\mathbb{R}^n$. It has been shown (see [3, 4, 8]) that for any non-degenerate manifold $M$ the set $\mathcal{L}_\psi(M)$ satisfies a “zero–one” law. That is, depending on the divergence or convergence of a certain sum, the set has full or zero Lebesgue measure, respectively. (This proves the Baker–Sprindzuk conjecture.)

One would expect that as $\tau$ increases, the size of the sets $\mathcal{L}_\tau$ and $\mathcal{S}_\tau$ should decrease, and this leads naturally to questions concerning Hausdorff dimension in the case of zero Lebesgue measure. It was proved by Baker in [1] that for any planar curve $C$ with non-zero curvature except for a set of Hausdorff dimension zero, the Hausdorff dimension $\dim \mathcal{L}_\tau(C)$ of $\mathcal{L}_\tau(C)$ for $\tau \geq 2$ is

$$\dim \mathcal{L}_\tau(C) = \frac{3}{\tau + 1}.$$ 

(When $\tau \leq 2$, $\mathcal{L}_\tau(C) = C$ by Dirichlet’s theorem.) Bernik [6] obtained the Hausdorff dimension $(n + 1)/(\tau + 1)$ for $\mathcal{L}_\tau(C)$ when $C$ is the Veronese curve (i.e. it is the set of points $(x, x^2, \ldots, x^n) \in \mathbb{R}^n$). Also, the Hausdorff dimension of $\mathcal{L}_\tau(M)$ was shown to be $m - 1 + (n + 1)/(\tau + 1)$ for $m$-dimensional $C^3$ manifolds $M$ with $m \geq 2$ on which there are two non-vanishing principal curvatures except on a set of Hausdorff dimension $m - 1$ [15]. This dimension is a lower bound when $M$ is extremal and $C^1$ [12]. The upper bound is still an open question. On the other hand, very little is known about the set $\mathcal{S}_\tau(M)$ although there does exist a Khintchine type theorem for 2-convex $C^3$ manifolds [16] and an asymptotic formula holds under fairly restrictive curvature conditions [17]; for further details see [7]. Recently, the Hausdorff dimension of the set of simultaneously $\tau$-approximable points lying on any planar curve was determined in [5] for $1/2 \leq \tau \leq 1$ and shown to be $(2 - \tau)/(1 + \tau)$. For sufficiently large $\tau$ there also exist results for the unit circle centred at the origin [13], the parabola [2] and quadric surfaces [18]. To investigate this problem further in this paper, a similar result will be obtained for polynomial curves in $\mathbb{R}^n$. Unlike Baker’s result [1], which holds for all polynomial curves in $\mathbb{R}^2$, there is no single formula for the Hausdorff dimension of $\mathcal{S}_\tau(M)$. These results also give a partial answer to Problem 5 in [10], regarding the spectrum of a certain Diophantine exponent.
§2. Main results. Let
\[ \Gamma = \{(x, P_1(x), \ldots, P_{n-1}(x)) \in \mathbb{R}^n \mid P_j \in \mathbb{Z}[x]\} \]
be a polynomial curve in \( \mathbb{R}^n \). Let \( d_j = \deg P_j \) and let \( d = \max_{j=1,\ldots,n-1} d_j \). Note that if \( d = 1 \) then \( \Gamma \) is a straight line in \( \mathbb{R}^n \) defined by integer linear equations. Throughout the paper \( \psi \) will be a decreasing function of the positive reals and the function \( \phi : \mathbb{R}^+ \to \mathbb{R}^+ \) given by \( \phi(r) = \psi(r^d)r^{-d} \) will be used for convenience. Also, \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) will be a dimension function; that is, an increasing continuous function such that \( f(r) \to 0 \) as \( r \to 0 \). Finally, in what follows, the Vinogradov notation will be used; that is, for \( a, b \in \mathbb{R}^+ \), \( a \ll b \) will mean that \( a \leq cb \) for some constant \( c > 0 \). The first theorem in this paper is an analogue of [14, Theorem 1] and concerns the Hausdorff measure of \( \mathcal{S}_\psi(\Gamma) \).

**Theorem 1.** Let \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) be a decreasing function such that \( r^d-1 \psi(r) \to 0 \). Let \( \phi(r) = \psi(r^d)r^{-d} \) and assume that \( r^2 \phi(r) \to 0 \) as \( r \to \infty \) and also that \( r^2 \phi(r) \) is non-increasing. Let \( f \) be a dimension function such that \( r^{-1} f(r) \to \infty \) as \( r \to 0 \) and \( r^{-1} \phi(r) \) is non-increasing. Furthermore, suppose that \( r^2 f(\phi(r)) \) is non-increasing and that for each constant \( C > 0 \) there exists another constant \( L > 0 \) such that \( f(\phi(Cr)) \leq L f(\phi(r)) \) for all sufficiently large \( r \). Then the Hausdorff \( f \) measure of \( \mathcal{S}_\psi(\Gamma) \) satisfies

\[
\mathcal{H}^f(\mathcal{S}_\psi(\Gamma)) = \begin{cases} 
0 & \text{if } \sum_{r=1}^\infty r f(\phi(r)) < \infty \\
\infty & \text{if } \sum_{r=1}^\infty r f(\phi(r)) = \infty.
\end{cases}
\]

The final condition on \( f(\phi(Cr)) \) is only needed to prove the convergence part, and the other growth conditions on \( f \) and \( \phi \) are needed in the divergence case. The remaining growth condition on \( \psi \) is used to ensure that the approximating rationals are restricted to lying on \( \Gamma \).

The next theorem follows from Theorem 1 and provides a partial answer to the question of the Hausdorff dimension of \( \mathcal{S}_\tau(\Gamma) \).

**Theorem 2.** For \( \tau \geq \max(d-1, 1) \) the Hausdorff dimension of \( \mathcal{S}_\tau(\Gamma) \) is

\[ \dim \mathcal{S}_\tau(\Gamma) = \frac{2}{d(\tau + 1)}. \]

Take \( \psi(r) = r^{-\tau} \) and \( f(r) = r^8 \) and this theorem follows directly from Theorem 1. The dimension above will hold as a lower bound for all \( \tau > 1 \) but is not best possible for \( \tau < d-1 \) when \( d > 2 \).

Theorem 1 will be proved by considering the convergence and divergence cases separately. The convergence case will be proved using covering and counting arguments and the divergence case by adapting the classical set of well-approximable numbers.

Before the proof a definition of Hausdorff measure and dimension will be given; further details can be found in [7, 19].
Definition 1 (Hausdorff dimension). Let $E$ be a set in $\mathbb{R}^n$ and $f$ a dimension function. A $\delta$-cover of $E$ is a countable collection of sets $C_i$, each with diameter less than $\delta$, such that $E \subseteq \bigcup_{i=1}^{\infty} C_i$. Define

$$\mathcal{H}_\delta^f(E) = \inf \sum_{C_i \in \mathcal{C}} f(\text{diam } C_i)$$

where the infimum is taken over all $\delta$-covers of $E$. The Hausdorff outer $f$-measure $\mathcal{H}_\delta^f(E)$ is $\lim_{\delta \to 0} \mathcal{H}_\delta^f(E)$. To define the Hausdorff dimension let $f(r) = r^s$ where $s$ is a non-negative real number; then $\dim E$ is defined as

$$\dim E = \inf \{s \mid \mathcal{H}_\delta^f(E) = 0\}.$$ 

Proof of Theorem 1. In the first lemma it is shown that if $\psi$ decreases sufficiently quickly then the only rational points which need to be considered actually lie on the polynomial curve under consideration. The lemma is proved for both polynomial curves and more general polynomial surfaces as the proof is the same for each.

Lemma 1. Let $I \subset \mathbb{R}$ be an bounded interval and let $\Gamma$ represent any polynomial curve or surface of the form $\Gamma = \{(x, y) \in I^m \times \mathbb{R}^{n-m} \mid y_1 = P_1(x), \ldots, y_{n-m} = P_{n-m}(x)\}$ where $P_i \in \mathbb{Z}[x]$. Let $d_i = \deg P_i$ and assume without loss of generality that $d_1 \leq d_2 \leq \cdots \leq d_{n-m} = d$. Let $(x, y) \in \mathcal{S}_\psi(\Gamma)$. Finally, let $\psi : \mathbb{R}^+ \to \mathbb{R}^+$ satisfy the growth condition $r^{d-1}\psi(r) \to 0$ as $r \to \infty$. If

$$|Dx_i - t_i| < \psi(D) \text{ and } |Dy_j - r_j| < \psi(D)$$

for $i = 1, \ldots, m$, $j = 1, \ldots, n-m$, $D$ a sufficiently large integer and $t_i$, $r_j \in \mathbb{Z}$, then the point $(t_1/D, \ldots, t_m/D, r_1/D, \ldots, r_{n-m}/D)$ lies on $\Gamma$.

Proof. Let $(x, y) \in \Gamma$ so that $y_j = P_j(x)$, $j = 1, \ldots, n-m$. Assume that

$$|x_i - t_i/D| < \psi(D) D^{-1} \text{ for } i = 1, \ldots, m$$

$$|y_j - r_j/D| < \psi(D) D^{-1} \text{ for } j = 1, \ldots, n-m.$$ 

Hence, $x_i - t_i/D = \varepsilon_i$ and $y_j - r_j/D = \eta_j$ for some $\varepsilon_i$ and $\eta_j$ with $|\varepsilon_i|, |\eta_j| < \psi(D) D^{-1}$. Let $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_m)$. As

$$y_j = P_j(x) = P_j(t/D + \varepsilon) \text{ for } j = 1, \ldots, n-m$$

it follows that

$$\frac{r_j}{D} + \eta_j = P_j\left(\frac{t}{D}\right) + R_j(\varepsilon)$$

where $R_j(\varepsilon)$ is the sum of the remaining terms. Note that $R_j(\varepsilon) \ll |\varepsilon|$. Multiplying through by $D^{d_j}$, where $d_j$ is the degree of $P_j$, gives

$$r_j D^{d_j-1} - D^{d_j} P_j(t/D) = D^{d_j} (R_j(\varepsilon) - \eta_j)$$

so that

$$|r_j D^{d_j-1} - D^{d_j} P_j(t/D)| \ll D^{d_j-1}\psi(D)$$

and the left-hand side is an integer. Due to the growth restrictions on $\psi$, for sufficiently large $D$, the right-hand side is less than one, which implies that the
left-hand side must equal zero. Therefore
\[ \frac{r_j}{D} = P_j \left( \frac{t}{D} \right) \]
and the point \((t/D, r/D)\) lies on \(\Gamma\) if \(r^{d-1} \psi(r) \to 0\) as \(r \to \infty\). \hfill \Box

If \((x, y) \in \mathcal{S}_\psi(\Gamma) \setminus \mathbb{Q}^n\) then \((x, y)\) is within a distance \(\psi(D)D^{-1}\) of a rational point \((p/D, r/D)\) infinitely often. Furthermore, there are infinitely many distinct rational points satisfying this condition. Hence, by cancelling factors common to all \(p_i, r_j\) and \(D\), \((x, y)\) is within a distance \(\psi(D)D^{-1}\) of infinitely many rational points \((p/D, r/D)\) for which \(\text{hcf}(p, r_1, \ldots, r_{n-1}, D) = 1\).

To prove the theorem it is more convenient to work with the sets
\[ V_\psi(\Gamma) = \{ x \in I \mid (x, y) \in \mathcal{S}_\psi(\Gamma) \} \]
where \(I \subset \mathbb{R}\) is a bounded interval. Clearly if a set of Hausdorff measure zero or infinity is transformed under a bi-Lipschitz transformation then the Hausdorff measure of the transformed set will also be zero or infinity, respectively. Given that we are dealing with polynomial curves it is not difficult to show via the mean value theorem that if \(x_1, x_2 \in \Gamma\) then there exists a constant \(K > 1\) such that
\[ |x_1^1 - x_2^1| \leq |x_1 - x_2| \leq K |x_1^1 - x_2^1|, \]
where \(x_i^1\) is the first entry in the vector \(x_i = (x_1^1, \ldots, x_n^1) \in \Gamma\). Also, since the real line can be written as a countable union of intervals \(I\), the Hausdorff measure of \(\mathcal{S}_\psi(\Gamma)\) for any curve \(\Gamma\) defined on the whole real line can be found by proving that the Hausdorff measure of \(V_\psi(\Gamma)\) is zero or infinity for a general interval \(I\). Hence, to obtain the Hausdorff measure of \(\mathcal{S}_\psi(\Gamma)\) it is sufficient to determine the Hausdorff measure of \(V_\psi(\Gamma)\).

Note that \(V_\psi(\Gamma)\) can be written as a limsup set in the following way. Let \(P_{p, q} = p/q\) with \(p \in \mathbb{Z}\) and \(q \in \mathbb{N}\) and \(\text{hcf}(p, q) = 1\). Then the points
\[ P'_{p, q} = \left( \frac{p}{q}, \frac{Q_1(p, q)}{q^{d_1}}, \ldots, \frac{Q_{n-1}(p, q)}{q^{d_{n-1}}} \right) \]  
(1)
lie on \(\Gamma\); here \(Q_j(p, q) = q^{d_j} P_j(p/q) \in \mathbb{Z}\). Let \(D\) be the lowest common denominator of the point \(P'_{p, q}\); that is, there exist integers \(t, r_1, \ldots, r_{n-1}\) such that the point \(P'_{p, q} = (t/D, r_1/D, \ldots, r_{n-1}/D)\) lies on \(\Gamma\). The standard notation \(B(P, r)\) will be used for a ball centred at a point \(P\) of radius \(r\). As \(V_\psi(\Gamma)\) is the set of points in \(I\) such that the inequalities \(|x - t/D| < \psi(D)D^{-1}\) and \(|y - r_j/D| < \psi(D)D^{-1}\) are satisfied infinitely often for \((x, y) \in \Gamma\) and \(j = 1, 2, \ldots, n - 1\) it is readily verified that
\[
\bigcap_{N=1}^{\infty} \bigcup_{q>N} \bigcup_{0<p<q;(p,q)=1} B \left( P_{p, q}, \frac{\psi(D)}{KD} \right) \subseteq V_\psi(\Gamma) \subseteq \bigcap_{N=1}^{\infty} \bigcup_{q>N} \bigcup_{0<p<q;(p,q)=1} B \left( P_{p, q}, \frac{\psi(D)}{D} \right). \tag{2}
\]
Convergence and divergence results for the Hausdorff measure of $V_\psi(\Gamma)$ will now be determined.

**Lemma 2.** Let $\psi : \mathbb{R}^+ \to \mathbb{R}^+$ be a decreasing function with $\phi(r) = \psi(r^d)r^{-d}$ and $f$ a dimension function. Assume that for each constant $C > 0$ there exists a constant $L > 0$ such that these functions satisfy the growth condition $f(\phi(Cr)) \leq Lf(\phi(r))$ for all $r$ sufficiently large. If $\sum_{r=1}^\infty rf(\phi(r)) < \infty$ then

$$\mathcal{H}^f(V_\psi(\Gamma)) = 0.$$ 

**Proof.** A cover for the set will be found. To this end, intervals will be drawn around the approximating points $P_{p,q}$ with side length $\psi(D)D^{-1}$. An estimate for $D$ is needed. It should be clear that $q \leq D \leq q^d$. Let $H = \max_{i,j}|a_i^j|$ where $a_i^j$ is the $i$th coefficient of the polynomial $P_j$ in the definition of $\Gamma$.

We may assume without loss of generality that $d = \max_i \deg P_i = \deg P_{n-1}$. Let $h_1 = \text{hcf}(a_d^{n-1}, q)$ so that $a_d^{n-1} = h_1k_1$ and $q = h_1u_1$. Then

$$P_{n-1}\left(\frac{p}{q}\right) = \left(\frac{a_d^{n-1}p^d + a_{d-1}^{n-1}p^{d-1}q + \cdots + a_0^{n-1}q^d}{q^d}\right) = \left(\frac{(k_1p^d + a_{d-1}^{n-1}p^{d-1}u_1) + q(a_d^{n-1}p^d - 2u_1 + \cdots + a_0^{n-1}u_1q^{d-2})}{u_1q^{d-1}}\right).$$

Clearly, $\text{hcf}(k_1, u_1) = 1$ so that $\text{hcf}(k_1p^d + a_{d-1}^{n-1}p^{d-1}u_1, u_1) = 1$. Thus, if $h_2 = \text{hcf}(k_1p^d + a_{d-1}^{n-1}p^{d-1}u_1, q)$ then $h_2|h_1$. This process can be continued, each time constructing the numbers $h_i$, $k_i$ and $u_i$ and each time showing that $h_i|h_{i-1}$ and therefore that $h_i|h_1$. Hence, as $h_1 \leq a_d^{n-1} < H$ we have $D > q^d/H^d$.

For each $N > 0$ we have a cover of $V_\psi(\Gamma)$ by intervals $B(P_{p,q}, \psi(D)D^{-1})$ such that

$$V_\psi(\Gamma) \subseteq \bigcup_{q>N} \bigcup_{p \leq q} B(P_{p,q}, \psi(D)D^{-1}).$$

Hence,

$$\mathcal{H}^f(V_\psi(\Gamma)) \ll \sum_{q>N} \sum_{p \leq q} f(\psi(D)D^{-1}) \ll \sum_{q>N} qf(\psi(D)D^{-1})$$

$$\ll \sum_{q>N} qf(\phi(q/H)) \ll \sum_{q>N} qf(\phi(q)) < \infty.$$ 

This follows from the growth condition on $f$ and $\phi$. Therefore, $\mathcal{H}^f(V_\psi(\Gamma)) = 0$. 

For larger error functions $\psi$ there are other rational points lying close to $\Gamma$ but not actually on it which can affect the dimension and measure and must therefore also be considered. In that case, the above convergence argument is no longer valid and the question remains open.
We now turn to the divergence case. First, note that the points
\[
\left( \frac{pq^{d-1}}{q^d}, \frac{Q_1(p, q)q^{d-d_1}}{q^d}, \ldots, \frac{Q_{n-1}(p, q)}{q^d} \right)
\]  
lie on \( \Gamma \) with \( Q_j(p, q) = q^{d_j}P_j(p/q) \). Here, again, we are assuming without loss of generality that \( d = \max_{i=1, \ldots, n-1} d_j = d_{n-1} \).

Let
\[
\tilde{W}(\phi) = \{ x \in \mathbb{R} | \text{dist}(x, P_{p,q}) \leq \phi(q)/K \text{ infinitely often} \}.
\]
This is a slight variation of the classical set of \( \phi \)-approximable points in Diophantine approximation on the real line. Clearly \( \tilde{W}(\phi) \subseteq V_\psi(0) \). The following theorem with \( f(r) = r^s \) was proved in [20, Theorem 3] and a higher-dimensional version for general \( f \) was proved in [14, Theorem 1].

**Theorem 3** (Jarník). Let \( f \) be a dimension function such that \( r^{-1}f(r) \to \infty \) as \( r \to 0 \) and \( r^{-1}f(r) \) is non-increasing. Let \( \phi : \mathbb{R}^+ \to \mathbb{R}^+ \) be a decreasing function such that \( r^2 \phi(r) \to 0 \) as \( r \to \infty \) and \( r^2 \phi(r) \) is non-increasing. Furthermore, suppose that \( r^2 f(\phi(r)) \) is non-increasing. If
\[
\sum_{r=1}^{\infty} f(\phi(r))r = \infty
\]
then
\[
\mathcal{H}^f(W(\phi)) = \infty.
\]

It is clear that the conditions on \( f \) and \( \phi \) are satisfied and that the sum diverges. Hence,
\[
\infty = \mathcal{H}^f(\tilde{W}(\phi)) \leq \mathcal{H}^f(V_\psi(\Gamma)).
\]
Therefore, \( \mathcal{H}^f(\mathcal{S}_\psi(\Gamma)) = \mathcal{H}^f(V_\psi(\Gamma)) = \infty \). This, together with Lemma 2, proves Theorem 1.

§3. **Endnotes and examples.** As examples of Theorem 2 consider the following curves and surfaces:

\begin{align*}
(C_1) \quad & \{(x, x^3) \in \mathbb{R}^2 \}; \\
(C_2) \quad & \{(x, x^2, x^3) \in \mathbb{R}^3 \}; \\
(C_3) \quad & \{(x, x, x^3) \in \mathbb{R}^3 \}.
\end{align*}

From Theorem 2, \( \dim \mathcal{S}_\tau(C_i) = 2/(3(\tau + 1)) \) for \( \tau > 2 \) and \( i = 1, 2, 3 \). This leaves the question of what happens when \( \tau \leq 2 \). Since \( (C_1) \) is a planar curve it is known from [5] that \( \dim \mathcal{S}_\tau(C_1) = (2 - \tau)/(1 + \tau) \) for \( 1/2 \leq \tau \leq 1 \)—what happens for \( 1 \leq \tau \leq 2 \) is as yet unknown. Now \( (C_2) \) is extremal and therefore \( \mathcal{S}_\tau(C_2) \) certainly has zero measure for \( \tau > 1/3 \). On the other hand, \( (C_3) \) is not extremal and it can easily be shown from Dirichlet’s theorem that \( \mathcal{S}_\tau(C_3) \) has full measure for \( \tau \leq 1/2 \) and from Khintchine’s transference principle that it has zero measure for \( \tau > 1/2 \). In both cases finer results regarding the Hausdorff
dimension have not been obtained for the remaining ranges and are the subject of ongoing research. In the dual case the situation is very different. From Baker’s result [1] \( \dim \mathcal{L}_\tau(C_1) = 3/(\tau + 1) \) for \( \tau > 2 \); also \( \dim \mathcal{L}_\tau(C_2) = 4/(\tau + 1) \) for \( \tau > 3 \) was proved by Bernik [6]; and finally \( \mathcal{L}_\tau(C_3) = C_3 \) as it is contained in a rational hyperplane.

There are clearly many unanswered questions, including, for example, what happens for error functions \( \psi \) which decrease more slowly; or equivalently, what happens when \( \tau \) lies in the middle ranges? What are the approximation properties of non-integral polynomial curves (which need have no rational points lying on them) and more generally any curve or more general polynomial surface? Some small results exist for translated polynomial curves [11] and for some very particular polynomial surfaces [9], but they are by no means best possible.
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