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Differential-Algebraic Equations (DAE) provide an appropriate framework to model and analyse dynamic systems with constraints. This framework facilitates modelling of the system behaviour through natural physical variables of the system, while preserving the topological constraints of the system. The main purpose of this dissertation is to investigate stability properties of two important classes of DAEs. We consider some special cases of Linear Time Invariant (LTI) DAEs with control inputs and outputs, and also a special class of Linear switched DAEs. In the first part of the thesis, we consider LTI systems, where we focus on two properties: passivity and a generalization of passivity and small gain theorems called mixed property. These properties play an important role in the control design of large-scale interconnected systems. An important bottleneck for a design based on the aforementioned properties is their verification. Hence we intend to develop easily verifiable conditions to check passivity and mixedness of Single Input Single Output (SISO) and Multiple Input Multiple Output (MIMO) DAEs. For linear switched DAEs, we focus on the Lyapunov stability and this problem forms the basis for the second part of the thesis. In this part, we try to find conditions under which there exists a common Lyapunov function for all modes of the switched system, thus guaranteeing exponential stability of the switched system. These results are primarily developed for continuous-time systems. However, simulation and control design of a dynamic system requires a discrete-time representation of the system that we are interested in. Thus, it is critical to establish whether discrete-time systems, inherit fundamental properties of the continuous-time systems from which they are derived. Hence, the third part of our thesis is dedicated to the problems of preserving passivity, mixedness and Lyapunov stability under discretization. In this part, we examine several existing discretization methods and find conditions under which they preserve the stability properties discussed in the thesis.
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INTRODUCTION

Constraints are inevitable in real world systems. They can arise in the form of algebraic constraints dictated by the conservation laws for energy, mass or charge, or in the form of position constraints on a vehicle traversing a surface. In such cases, accurate mathematical models involve standard Ordinary Differential Equations (ODE) along with algebraic equations to describe these constraints. Such systems, consisting of both differential and algebraic equations are called DAEs. The main purpose of this dissertation is to investigate stability properties of a certain class of constrained dynamical systems, described by DAEs. In other words, the objective is to develop compact and easy to calculate conditions to evaluate the stability properties of some constrained dynamical systems. These conditions are primarily developed for continuous-time systems, however, as engineers, we rarely work with continuous-time systems exclusively. For simulation purposes, or for the purpose of control design, or in order to implement a controller, we must at some stage work with a discrete-time representation of the system that we are interested in. Thus, it is critical to establish whether discrete-time systems inherit fundamental properties of the continuous-time systems from which they are derived. Though discrete-time system design and analysis is a well-established field, the problem of preserving certain fundamental system properties under discretization is still an open question. The second objective of this thesis is to make a contribution in this direction by exploring discretization methods that preserve certain stability properties of continuous-time systems.

We broadly divide the thesis into three different parts: LTI Descriptor Systems, Linear Switched Descriptor Systems and Discretization Methods. In Sections 1.1, 1.2 and 1.3, we will first introduce the class of systems studied in each part of this work and then outline our contribution.

1.1 PART I: LTI DESCRIPTOR SYSTEMS

Computer-aided analysis of constrained dynamical systems like multibody mechanical systems or electrical networks is usually based on interconnection-oriented modelling. These automatic modelling approaches are employed to preserve the topological structure of the network [1]. Hence they lead to a modular approach towards modelling whereby the dynamic behaviour of each constituent subsystem is described by differential equations and the coupling of the subsystems by algebraic equations [2], further leading to DAE models. Traditional modelling methods eliminate such algebraic constraints to obtain models with a minimal set of unknowns, thereby losing useful network information. As a result there has
been significant interest in recent years towards a more flexible and general description of
constrained dynamic systems given by DAEs of the form

\[ F(t, x, \dot{x}) = 0, \quad \text{det} \left[ \frac{\partial F}{\partial \dot{x}} \right] = 0 \quad (1.1) \]

where \( x \) is a common vector denoting the physical variables of an interconnected system
and \( \dot{x} \) is its time derivative. To demonstrate these ideas, we consider the model of a simple
RLC circuit generated using one such automatic modelling technique called Modified Nodal
Analysis (for more details see [3]).

![Figure 1: A simple RLC circuit.](image)

Assuming ideal linear devices, the equations modelling the resistor, capacitor and inductor
are

\[ v_R = IR, \quad v_L = LI \quad \text{and} \quad I = CV_C, \]

respectively. Applying Kirchhoff’s Voltage Law, we get the algebraic condition

\[-v_S + v_R + v_L + v_C = 0.\]

Thus the circuit model is

\[ F(t, x, \dot{x}) = 0 : \begin{bmatrix} L & 0 & 0 & 0 \\ 0 & 0 & C & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} I \\ \dot{v}_L \\ \dot{v}_C \\ \dot{v}_R \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ -R & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{bmatrix} \begin{bmatrix} I \\ v_L \\ v_C \\ v_R \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ -1 \end{bmatrix} v_S, \]

and if we measure the voltage across the capacitor for output, we have

\[ y = \begin{bmatrix} 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} I \\ v_L \\ v_C \\ v_R \end{bmatrix}. \]
Observe that the leading coefficient matrix \( \frac{\partial F}{\partial \dot{x}} \) in the above state equation is singular. Such examples lead to an important subclass of (1.1), given by
\[
\begin{align*}
E \dot{x}(t) &= Ax(t) + Bu(t); \\
y(t) &= C^T x(t) + Du(t),
\end{align*}
\]
where \( E \) and \( A \) are constant square matrices such that \( \det[E] = 0 \), \( u(t) \), \( y(t) \) are external input and output and \( B \), \( C^T \) and \( D \) are constant matrices of appropriate dimension.

“Systems of the form (1.2) are called LTI descriptor systems because they arise from formulating the system equations in their natural physical variables” - [2, 4].

A popular subclass of LTI descriptor systems with an invertible matrix \( E \) (\( \det[E] \neq 0 \)) are known as regular state space systems, and LTI descriptor systems are also known as generalized state space systems. Stability theory for regular systems is very rich, however, the results for regular systems cannot be easily generalized to descriptor systems owing to non-invertibility of the matrix \( E \) [5, 6, 7, 8, 9]. Passivity is one such property in the context of stability theory, and Part I of this dissertation aims at finding conditions under which LTI descriptor systems are passive. This is explained in more detail in the sequel.

1.1.1 Passivity of LTI descriptor systems

In this part of the thesis we consider the problem of finding the conditions under which LTI descriptor systems of the form (1.2) are passive. Passivity arises from the property of a physical system to dissipate energy.

A dynamical system with a state space model is passive if the energy absorbed by the network over any period of time \( [0, t] \) is greater than or equal to the increase in the energy stored in the network over the same period; that is,
\[
\int_0^t u^T(\tau)y(\tau)d\tau \geq V(x(t)) - V(x(0))
\]
where \( u^T(\tau)y(\tau) \) is the energy supply rate and \( V(x(t)) \) is the energy storage function in terms of the system state \( x(t) \) -[10].

In the input-output framework for linear systems, passivity is equivalent to
\[
\int_0^t u^T(\tau)y(\tau)d\tau \geq 0,
\]
provided that the system is detectable [11]. Where detectability is a weaker version of observability, which allows unobservable modes as long as those are stable. When we deal
with LTI systems, the input-output relationships take the form of a rational transfer function (or a transfer function matrix) \( H(s) \), \( s \in \mathbb{C} \), and \( Y(s) = H(s)U(s) \), where \( U(s) \) and \( Y(s) \) are the Laplace transforms of the time-functions \( u(\cdot) \) and \( y(\cdot) \). This allows the time domain conditions for passivity of LTI systems to be transformed into frequency domain conditions for positive realness of \( H(s) \). The resulting conditions involve conditions on the poles of \( H(s) \) and frequency dependent Linear Matrix Inequalities (LMI) of the form \( H(j\omega) + H(j\omega)^* \geq 0 \) \( \forall \omega \in \mathbb{R} \), where * is the complex conjugate transpose of a matrix. In this thesis we also consider stronger definitions of passivity like strict passivity and strict positive realness.

More detailed mathematical formulations of all forms of passivity and positive realness are given in Chapter 2. The importance of such transfer functions can be attributed to some of the features below.

1. Suppose that two systems represented by transfer functions \( H_1(s) \) and \( H_2(s) \) are passive. Then the two systems, one obtained by the parallel interconnection and the other obtained by feedback interconnection, are both passive.

2. For a negative feedback interconnection of \( H_1(s) \) and \( H_2(s) \), where \( H_1(s) \) is Positive Real (PR) and \( H_2(s) \) is Strictly Positive Real (SPR) (or strictly passive), then the feedback interconnection is input-output stable.

3. If a PR transfer function \( H_1(s) \) is connected via negative feedback with any nonlinear and/or time-varying controller device, then sufficient conditions for Lyapunov stability are provided by the Circle Criterion and Popov’s Criterion.

Such attractive features combined with robustness against large variations of the system parameters, make passivity an important tool to analyse and synthesize stable control systems [12, 13, 14, 15].

The main bottleneck for passivity based control design and passivity enforcement is verification of passivity. The frequency domain conditions for verifying positive realness of a transfer function involves a numerical evaluation of \( H(j\omega) + H(j\omega)^* \) for an infinite number of frequency points. This issue has led to a considerable amount of research for
regular system transfer functions of the form $H(s) = D + C^T (sI - A)^{-1}B$ with successful results. Owing to the non-invertibility of $E$ in a descriptor system transfer function $H(s) = D + C^T (sE - A)^{-1}B$, the methods for regular systems cannot be easily generalized to descriptor systems. The main problem with testing positive realness of descriptor systems is that continuous-time descriptor system transfer functions might be improper in nature. This results in poles at infinity, which further leads to the problem of checking the signs of residues at infinity \([16][12]\). This problem involves decoupling the transfer function into proper and improper parts, using Weierstrass canonical form \([17]\). But direct transformation to the Weierstrass’ canonical form can be numerically unstable and expensive \([17]\), hence alternative methods have been explored.

**SISO transfer functions:** Algorithms to test (strict) positive realness of regular and descriptor versions of continuous-time transfer functions were proposed in \([18]\); these algorithms were based on generalized eigenvalue computation. They were further improved in \([19]\), by removing the necessity of generalized eigenvalue computation. Computational methods to design (strictly) positive real transfer functions using optimization over linear matrix inequalities were proposed in \([20]\). Testing positive realness was further simplified in \([21]\), by providing compact spectral conditions, however, the conditions derived in \([21]\) are valid only for regular continuous-time transfer functions.

**MIMO transfer functions:** Methods for checking whether a SISO transfer function is PR (or SPR) cannot be easily generalized for MIMO transfer function matrices. Consequently, alternate methods to test the PR (or SPR) property of transfer function matrices were developed in \([22]\), \([23]\), \([24]\), \([25]\). This work included checking the eigenvalues of a given Hamiltonian matrix on the negative real axis. But these methods fail when $D + D^T$ is singular and lead to generalized eigenvalue problems. This problem motivated new methods based on reciprocal transfer functions, proposed in \([26]\), \([27]\), \([28]\); to avoid solving for generalized eigenvalues, however, these methods are valid only for regular continuous-time transfer functions.

For MIMO descriptor systems, several passivity tests have been explored in \([29]\), \([30]\), \([31]\), \([32]\). These approaches use Van Dooren’s algorithm \([33]\) or Orthogonal Reducing Equivalence Transformations (using singular value decompositions, QR factorizations and generalized Schur decompositions, see \([30]\)) to decouple the descriptor system transfer functions and then check for their positive realness. Methods proposed in \([31]\) use generalized controllable staircase forms to detect positive realness of descriptor systems. Another method using skew-Hamiltonian/Hamiltonian transformations was proposed in \([34]\). But the expensive nature of methods used for decoupling, like singular value decompositions, Schur and QR factorizations, keeps this area of research still relevant.

Recent progress in this field includes the works; \([35]\), \([17]\). Passivity tests for descriptor systems based on the Generalized Hamiltonian Matrix (GHM) were proposed in \([35]\). In \([17]\),
GHM methods were coupled with canonical projector techniques proposed in [36], [37] to formulate passivity tests for descriptor systems. Canonical projectors are used to decouple a descriptor system into its proper and improper constituents. These canonical projectors were constructed using fast sparse LU-based methods [17].

So far, the central approach in this area of research has been to decouple the descriptor system transfer function using efficient numerical methods and/or apply GHM methods to test passivity. In this thesis we avoid both the problems of generalized eigenvalue calculation for a GHM and decoupling the transfer function. Our methods are motivated in [26, 27, 28], which have successfully avoided generalized eigenvalue calculation for the MIMO case when \( D + D^T \) is singular and also for the SISO case in [21].

1.1.2 Mixedness of LTI regular and descriptor systems

A situation that motivates the study of “mixed” systems [38, 39] is the one in which high frequency dynamics neglected for modelling purposes destroy the passivity properties of an otherwise passive system. These unmodelled dynamics will always be present in a real system. As such, the passivity theorem alone may not be adequate to show that the stability of the system interconnection is guaranteed [40]. The book [41], see also [42] and [43], described tools for establishing the stability of adaptive systems of the type examined in [40]; that is, where passivity-type properties hold only for low frequency signals.

In particular, “mixed”, LTI systems, as defined in the frequency domain in [44], are systems that, in some frequency bands, have passivity-type properties, while in the remaining frequency bands, may lose these properties but instead have small gain-type properties; there exist no frequencies over which a “mixed” system has neither of the notions of these properties associated with it. In appropriate circumstances, multipliers (or weights) may be used to scale systems in feedback interconnections that do not exhibit mixtures of small gain and passivity properties into “mixed” systems frameworks [38].

The “mixed” property of an LTI system can be illustrated geometrically through Nyquist plots. The Nyquist plot of a passive system always lies in the right half plane, this fact is obvious from the condition

\[
H(j\omega) + H(j\omega)^* \geq 0 \quad \forall \ \omega \in \mathbb{R}
\]

for positive realness of a continuous-time LTI system. Similarly, when a continuous-time LTI has the small gain property, i.e.,

\[
H(j\omega)^*H(j\omega) \leq 1 \quad \forall \ \omega \in \mathbb{R}
\]
then the Nyquist plot of $H(s)$ lies entirely inside the unit circle. Now let us consider an example of a “mixed” system with the transfer function

$$H(s) = \frac{3}{(s+1)(s+2)}$$

and Nyquist diagram as depicted in Figure 3. From the Nyquist diagram, it is obvious that there exists a frequency $\Omega$ such that,

- over the frequency band $[-\Omega, \Omega]$, $H(s)$ is passive and
- over the frequency bands $[-\infty, -\Omega]$ and $[\Omega, \infty]$, $H(s)$ has gain smaller than one.

In this thesis we explore the application of mixedness for large scale interconnected systems along the lines of passivity. In this pursuit we also correct an oversight in earlier proofs for stability of mixed systems from [38] and [39]. We also characterize “mixed” property for descriptor systems, while providing spectral conditions to test for mixedness.

### 1.2 PART II: LINEAR SWITCHED DESCRIPTOR SYSTEMS

In this part, we consider another important subclass of (1.1), given by

$$E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, \cdots, N\}; \quad \det[E_{\sigma(t)}] = 0. \quad (1.3)$$

We assume throughout this paper that $\sigma$ is a piecewise continuous switching signal with a finite number of discontinuities in any bounded time interval. To motivate this subclass, we
present an example from [45]. The switching circuit (a) in Figure 4 can be represented by the two modes (b) and (c). Modes (b) and (c) can be modelled using simple ODEs given by

\[
\text{Mode (b): } \dot{I} = \frac{1}{L}v_S; \quad \text{Mode (c): } \begin{bmatrix} I \\ \dot{v}_C \end{bmatrix} = \begin{bmatrix} 0 & \frac{1}{L} \\ \frac{1}{C} & 0 \end{bmatrix} \begin{bmatrix} I \\ v_C \end{bmatrix} + \begin{bmatrix} 0 \\ v_S \end{bmatrix},
\]

however, this ODE-based model has two main drawbacks:

1. there is no common state vector as the variable \(v_C\) is missing from Mode 1;
2. there is no description of the initial voltage of the capacitor after the switch.

These problems are the result of a modelling approach which eliminates algebraic constraints in order to obtain ODE formulations with a minimum number of variables describing the system, however, such issues can be easily avoided by using a switched descriptor framework as shown by the equations below.

Stability theory for switching descriptor systems is somewhat different to stability theory for regular dynamic systems; see [46, 47, 48, 49, 50, 51] for a discussion on the stability of switching descriptor systems using Lyapunov stability theory and distribution theory.
Roughly speaking, several mechanisms arise in switching descriptor systems in addition to the regular instability mechanisms found in regular switched systems. In particular, switching descriptor systems may give rise to discontinuities in the state leading to impulses. Thus,

1. the existence of a common Lyapunov function for all modes is not a sufficient condition for stability of a switching descriptor system as the Lyapunov function need not be continuous when transferring between two modes of the system;
2. impulsive behavior may arise when transferring between two modes of the system.

As impulses in engineering applications are usually disastrous, they need to be avoided while performing switching. Hence the switching function is chosen such that impulses are avoided, however, jumps in the states are common in practical scenarios, hence switching should ideally allow jumps while avoiding impulses.

1.2.1 Arbitrary switching

Exponential stability of a regular switched linear system \( (E_i = I \text{ for all } i \in \{1, \ldots, N\}) \) under arbitrary switching is guaranteed by the existence of a common Lyapunov function. This statement is the result of a number of converse theorems which state that the existence of a common Lyapunov function is necessary and sufficient for the exponential stability of a regular switched linear system (see [52]). A similar result for switched descriptor systems of the form (1.3) has been proposed in [53]. This converse theorem is based on the distributional framework for switched descriptor systems developed in [51] and is valid only under the assumption that (1.3) has impulse-free solutions.

Our primary goal in this part is to obtain verifiable conditions on the matrices in \( \mathcal{E} = \{E_1, \ldots, E_N\} \) and \( \mathcal{A} = \{A_1, \ldots, A_N\} \) that guarantee the exponential stability of the switched system (1.3) for any switching signal. Considering the interesting properties of quadratic Lyapunov functions and their relationship with the Kalman Yakubovich Popov (KYP) Lemma, we primarily focus on the sufficient conditions for exponential stability obtained through showing the existence of an appropriate Common Quadratic Lyapunov Function (CQLF) for (1.3). In this thesis we explore the existence of a CQLF \( V(x(t)) \) for an arbitrary switching sequence \( \{t_i\} \) such that

1. \( \dot{V}(x(t)) < 0 \) for \( t \neq t_i \) and
2. \( V(x(t_i^+)) \leq V(x(t_i)) \) for \( t = t_i \).

Similar sufficient conditions for asymptotic stability of linear switched descriptor systems were derived in [50], and they state that a common quadratic Lyapunov function guarantees stability under arbitrary switching when an additional condition involving certain spectral projections of \( (E_i, A_i) \) holds (for more details see Chapter 5), however, this condition is not
needed when the switching signal is chosen in such a way that no jumps occur.

**Generalized quadratic Lyapunov functions:** In this part we study the existence of generalized quadratic Lyapunov functions as a first step towards the study of exponential stability of switched linear descriptor systems. Contrary to regular LTI systems, there exist many different formulations of generalized quadratic Lyapunov functions proposed in [54, 55, 56, 57, 58, 59], however, we propose an equivalent, albeit modified, generalized quadratic Lyapunov function which provides a more convenient framework to study its existence. Thus enabling us to find useful criteria to determine whether a given collection of matrix pairs \((E_i, A_i)\) has a generalized CQLF.

**Special structures of matrices that guarantee existence of a CQLF:** For regular switched systems with \(E_i = I\) for all \(i \in \{1, \ldots, N\}\), there are some special cases where the structure of matrices \(\{A_1, \ldots, A_m\}\) guarantees the existence of a CQLF, e.g. if the \(A_i\)'s are normal \((A_i^T A_i = A_i A_i^T)\) and Hurwitz, then \(x^T x\) is a CQLF. Two important special cases considered by the switched system research community are given below.

1. Simultaneous triangularizability (commutativity): The special case where all the Hurwitz matrices \(A_i\) are upper triangular is illustrated through the following Theorem.

   **Theorem 1** [60], [61] The set of systems \(\{A_i\}\) has a CQLF if there exists a non-singular matrix \(U \in \mathbb{C}^{n \times n}\) such that every \(U^{-1} A_i U\) is upper (lower) triangular.

   When there is a matrix \(U\) such that \(U^{-1} A_i U\) is in upper triangular form, the matrices \(A_1, \ldots, A_m\) commute with each other, and thus it follows that the subsystems \(\Sigma_{A_i}\) have a CQLF [62], [63]. Analogous to regular switched systems, special structures of switched descriptor systems can be exploited to obtain interesting stability results. [46] extended the result on existence of a CQLF condition for regular commuting subsystems \(\Sigma_{A_i}\) from [62] to the switched descriptor system case. These results guarantee the existence of a CQLF of the form \(V(x) = x^T E^T P x\) for switched descriptor system with two modes of operation \((\sigma(t) \in \{1, 2\})\). Results based on commutativity are further extended to discrete-time descriptor systems in [47], [48]. For further extensions based on the commutative property under a distributional framework, see [64].

2. Two systems with a rank-one difference: As a part of exploiting the special structure of matrices to obtain CQLFs, we recall this classic result regarding regular switched systems from [65, 66].

   **Theorem 2** [65, 66] Let \(A_1\) and \(A_2\) be Hurwitz matrices in \(\mathbb{R}^{n \times n}\), where the difference \(A_1 - A_2\) has rank one. Then the switched system

   \[
   x(t) = A(t)x(t); \ A(t) \in \mathcal{A} = \{A_1, A_2\}
   \]

   has CQLF if and only if the matrix product \(A_1 A_2\) has no negative real eigenvalues.
This condition can be recovered from Meyer’s version of the KYP Lemma; and it provides simple and easy to calculate necessary and sufficient conditions for the existence of a CQLF. Hence they promise simple and elegant results for switched descriptor systems upon extension. Thus, we explore the conditions under which analogous results can be obtained for switched descriptor systems.

1.2.2 State dependent switching

In certain situations, it is not necessary to guarantee stability for every possible switching signal; and a number of authors have considered questions related to the stability of switched linear systems under restricted switching regimes. For example, in certain scenarios, when the constituent subsystems are not stable, a suitable switching signal can be chosen to ensure exponential stability (see [46], [67]). Another important example of restricted switching is the state dependent switching, where the rule that determines when a switch in system dynamics may occur is determined by the value of the state-vector $x(t)$.

In this section of the thesis we consider state dependent switching. State dependent switching is necessary to avoid impulsive behaviour that may arise when the initial conditions of a system do not satisfy the system constraints. Impulsive behaviour of descriptor systems can characterized by an important system property called index. Roughly speaking index of a descriptor system is the number differentiations necessary to convert a DAE into an ODE. A more detailed discussion on the index of a descriptor systems will follow in Chapter 2.

Switched descriptor systems with different indices may have different constraints and thus different solution spaces; this may result in jumps and further impulsive behaviour at the switching instants. However, descriptor systems with index-one do not generate any impulses and hence, they are also known as impulse free descriptor systems.

In this thesis we deal with two special scenarios:

1. switching between index-zero (regular system) and index-one (impulse free) descriptor systems;
2. switching between index-one (impulse free) and a particular class of index-two descriptor systems.

We found that when descriptor modes differ from each other by one index, they can be treated analogous to regular systems with rank-one difference, where one of the regular modes is marginally stable. This observation motivates us to use the following result in the context of switched descriptor systems.
Theorem 3 [68] Suppose that $A$ is Hurwitz and all the eigenvalues of $A - gh^T$ have negative real part, except one, which is zero. Suppose also that $(A, g)$ is controllable and $(A, h)$ is observable. Then, there exists a matrix $P = P^T > 0$ such that

$$A^T P + PA < \mathbf{0} \quad (1.5)$$

$$\left(A - gh^T \right)^T P + P\left(A - gh^T \right) \leq \mathbf{0} \quad (1.6)$$

if and only if the matrix product $A(A - gh^T)$ has no real negative eigenvalues and exactly one zero eigenvalue.

1.3 PART III: DISCRETIZATION

Discretization methods play an important role in simulation and digital control of physical systems. Thus, it is of interest to explore how continuous-time systems can be transformed to a discrete form in a manner that preserves certain properties of the original system. Our main focus is to preserve the three properties described earlier: passivity, mixedness and Lyapunov functions. Initially we survey the discretization methods that preserve these properties for regular systems, and then we extend the successful methods to descriptor systems. Throughout the thesis, we only consider a constant sampling time interval $h$.

1.3.1 Passivity preserving discretization

Discretization methods for regular systems can be classified into two broad categories: (1) discretizing the continuous-time transfer functions and (2) discretizing the continuous-time state space model. We discuss both approaches in detail.

- **Discretizing Transfer Functions:** Discretization of continuous-time transfer functions can be further classified into two methods.

  Approximating the discrete input signal through a Digital to Analog (DA) sampler

With Zero Order Hold (ZOH) and First Order Hold (FOH) elements on the input as DA samplers, the discrete-time transfer function can be obtained through the formulas

$$G_{ZOH}(z) = \frac{z - 1}{z} \mathcal{Z}\left(\frac{1}{s}H(s)\right)$$

and

$$G_{FOH}(z) = \frac{(z - 1)^2}{hz^2} \mathcal{Z}\left(\frac{1}{sz}H(s)\right),$$

where $\mathcal{Z}$ is the z transform and $h$ is the sampling time. According to [69] positive realness of strictly proper transfer functions may not be preserved with ZOH, however, it was shown in [70] that positive realness can be preserved for continuous-time transfer of relative order zero via ZOH, provided that the direct input-output transmission gain is sufficiently large. These results were extended for the MIMO case in [71]. Passivity
preserving properties of FOH were explored in [71] while deducing that FOH elements preserve positive realness, and these results hold true even for strictly proper transfer functions. From the discussion so far, we can conclude that ZOH and FOH methods are only suitable for proper descriptor system transfer functions. This rules out improper transfer functions resulting from index two descriptor systems.

Numerical approximation of the integral using Euler’s and Tustin’s methods

Euler and Tustin methods are used to approximate the behaviour of a continuous-time transfer function by a discrete-time transfer function using integral numerical approximation. These methods require substitution of the integrator $s^{-1}$ by approximations of the form: $\frac{h}{z-1}$, $\frac{z-1}{zh}$ and $\frac{2}{h(z+1)}$ corresponding to Euler’s forward method, Euler’s backward method and Tustin’s method, respectively. J. Jiang [69] proved that Euler’s forward method and Euler’s backward method fail to preserve positive realness, however, Tustin’s method preserves positive realness. We observe that Tustin’s method may be a suitable method for discretizing PR and SPR descriptor system transfer functions. The effect of the Tustin transform on the Hamiltonian test matrices for descriptor systems will be explored in this part of the thesis.

**Discretizing State Space Models**: Discretization of state space models with ZOH element on the input does not preserve passivity. Hence several different approaches have been proposed to implement passivity based digital controllers in [72, 73, 74]. Another new passivity preserving method for the state space models has been proposed in [75] and successfully used for passivity based network control in [76]. This method is based on the fact that the passivity property of a system depends on the input-output variables, hence non-passive models can be transformed into passive models by appropriate selection of input-output variables. Traditional discretization methods for the state space models do not change the output and consequentially degrade passivity of discrete-time systems. This problem has been solved by defining a modified output [75]. This new output is based on the average of the sampled output over the sampling period and produces passive discrete-time models whenever the continuous-time model is passive. This new output can be defined as

$$y^*(kh) = \int_{kh}^{kh+h} y(\tau) d\tau.$$  \hspace{1cm} (1.7)

This method of preserving passivity has been studied only for regular systems, and there exists no equivalent method for preserving passivity of descriptor systems. This task will be carried out in Chapter 9 of this thesis.
1.3.2 Preserving mixedness under discretization

There exists no literature on discrete-time tests to check for “mixedness” and discretization methods which preserve “mixedness” for either regular systems or descriptor systems. In this part of the thesis, we focus on these two new problems.

1.3.3 Preserving Lyapunov Stability under Discretization

We begin our analysis with regular switched systems of the form
\[ \Sigma_{sc} : \dot{x}(t) = A_c(t)x(t), \quad A_c(t) \in \mathcal{A}_c = \{A_{c1}, \ldots, A_{cN}\}, \]  
with its approximate discrete-time counterpart,
\[ \Sigma_{sd} : x(k+1) = A_d(k)x(k), \quad A_d(k) \in \mathcal{A}_d = \{A_{d1}, \ldots, A_{dN}\}. \]

Discretization of regular switched systems (or differential inclusions) has been studied by a number authors [77, 78, 79, 80, 81, 82, 83]. One of the main criteria for these discretization methods has been the convergence of the Hausdorff distance between reachability sets of continuous and discrete-time systems. These authors have primarily focused on obtaining classical convergence proofs for a class of Euler methods and multistep methods.

But the main goal of this part is to find a class of discretization methods \( C : \Sigma_{sc} \rightarrow \Sigma_{sd} \) such that if \( V \) is a common Lyapunov function for \( \Sigma_{sc} \), then the same function \( V \) is also a common Lyapunov function for \( \Sigma_{sd} \). This is a very apt criterion for discretization of switched systems because the Converse Lyapunov Theorems state that existence of a common Lyapunov function is necessary and sufficient for the exponential stability of an arbitrarily switched regular system [52]. Some other interesting directions of research in this area have been on the topic of preserving positivity and co-positive Lyapunov functions of switched systems under discretization [84], and preserving positivity of descriptor systems [85]. Before proceeding further with our analysis of switched system discretization, we pose the same problem for a regular LTI subsystem.

**Discretization of a regular LTI subsystem:** Consider a continuous-time LTI system
\[ \Sigma_c : \dot{x} = A_c x \]  
and the corresponding discrete-time LTI system with sampling time \( h > 0 \),
\[ \Sigma_d : x[(k+1)h] = C(A_c, h)x[kh]. \]

The closed form solution of (1.10) is given by \( x(t) = e^{A_c(t-t_0)}x(t_0) \) for \( t \geq t_0 \) and this leads to \( x[(k+1)h] = e^{A_c h}x[kh] \). Hence discretization of a continuous-time LTI system involves
1.4 OUTLINE AND CONTRIBUTIONS

In this section we present the contributions made in this thesis and the corresponding publications for each part of the thesis.

PART I: LINEAR TIME INVARIANT DESCRIPTOR SYSTEMS

Passivity: In this part we develop easily verifiable, compact spectral conditions for checking the PR (or SPR) property of SISO and MIMO descriptor systems. To obtain our results, we use only elementary concepts from linear algebra and existing results on strict positive realness
for *regular systems*. This construction results in a test that involves only the evaluation of the eigenvalues of a matrix which is determined in an elementary manner from the matrices $E, A, B, C, D$; while avoiding generalized eigenvalue calculation.

**Mixed Property:** In this part, we provide a proof of the stability result concerning simple feedback-loops consisting of two LTI “mixed” systems due to Griggs, Anderson and Lanzon [38, 39, 91]. We do so by applying classical Nyquist stability techniques (see Chapter 10). Our reasons for doing so are twofold. First, we correct an oversight in Theorems 1 and 6 of [38] and [39], respectively. In these, the system output signals were assumed to be bounded *a priori*. Secondly and importantly, these results pave the way to obtaining new sufficient conditions for the stability of large-scale interconnections of “mixed” systems. In this part we also propose a mathematical formulation for the “mixed” property of descriptor systems. A test, based on Hamiltonian matrices for determining whether MIMO, regular LTI systems have the property of “mixedness” was introduced in [44]. This test is further extended for the descriptor case. Some of this material has been published in the following articles.
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**PART II: LINEAR SWITCHED DESCRIPTOR SYSTEMS**

In this part we provide an alternate generalized Lyapunov equation for descriptor systems to suit our approach towards stability analysis of switched descriptor systems. Corresponding to the new generalized Lyapunov equation, we also propose alternate sufficient conditions for the stability of switched descriptor systems. We also derive a KYP-like Lemma for a special class of descriptor systems called index one systems. This KYP-like Lemma allows us to generate necessary and sufficient conditions for the existence of a CQLF for a switched descriptor system described by

$$E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, 2\}, \quad (1.13)$$
where each constituent system is index one, stable and the rank of \( A_1^{-1}E_1 - A_2^{-1}E_2 \) is one. Here, we show that if a simple eigenvalue condition holds, then the system is exponentially stable for arbitrary switching. We provide a state dependent switching rule associated with a simple spectral condition under which switching between index zero and index one or between index one and index two descriptor systems is exponentially stable. Our results for switched descriptor systems are based on the dimensionality reduction of descriptor systems using full rank decomposition. This result has been published in the following article.
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PART III: DISCRETIZATION

**Passivity**: In this part of the thesis we develop passivity preserving discretization methods for state space models of index one descriptor systems. We also show that Tustin’s method of discretizing transfer functions preserves positive realness of descriptor system transfer functions. We also present the output averaging of preserving passivity of a state space model in the context of descriptor systems.

**Mixed Property**: Here we develop discrete-time tests to check for “mixedness” of regular systems and descriptor systems. We also focus on discretization of “mixed” systems. As “mixedness” is a frequency domain property, we only focus on discretization of transfer functions. We find conditions under which a discretization method preserves “mixedness” and show that Tustin’s method is one of the suitable candidates for discretizing mixed systems.

**Lyapunov Stability**: In this part of the thesis, we prove that diagonal Padé approximations preserve CQLFs, irrespective of their order and sampling size \( h \). We also show that the converse is not true. We further explore the conditions under which diagonal Padé approximations preserve polyhedral Lyapunov functions and show that there always exists a polyhedral Lyapunov function that can be preserved using diagonal Padé approximations. Finally, we derive generalized Padé approximations for descriptor systems and also show that numerical methods with diagonal Padé approximations as stability functions preserve generalized CQLFs. Our results on diagonal Padé approximations have been published in the following articles.
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In this part we give necessary and sufficient conditions for passivity of LTI descriptor systems in the form of simple spectral conditions. This work was carried out in collaboration with Prof. Martin Corless, Prof. Ezra Zeheb and Prof. Robert Shorten.

We also formulate the mixed property for LTI descriptor systems, and thereby correcting an error in the proof of a stability result concerning negative feedback-loops of mixed systems due to Griggs, Anderson and Lanzon [38, 39]. We do so using classical Nyquist arguments and then derive spectral conditions to test mixedness of descriptor systems. This work was carried out in collaboration with Dr. Wynita Griggs.
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In this chapter, we present some definitions and preliminary results for descriptor systems. We also introduce the mathematical formulation for passivity and mixedness of \( LTI \) systems.

### 2.1 Properties of LTI Descriptor Systems

In this chapter, we consider descriptor systems of the form

\[
\begin{align*}
E \dot{x}(t) & = Ax(t) + Bu(t); \quad x(t_0) = x_0 \quad (2.1) \\
y(t) & = C^T x(t) + Du(t), \quad (2.2)
\end{align*}
\]

where \( E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m} \) and \( \text{rank}(E) = r < n \). Now, we introduce some notation, definitions and preliminary results that shall be useful in analysing descriptor systems. We begin our analysis with an unforced \( LTI \) descriptor system \( (u(t) \equiv 0) \), described by

\[
E \dot{x} = Ax, \quad (2.3)
\]

where \( E, A \in \mathbb{R}^{n \times n} \). In order for the origin to be attractive, we need \( A \) to be nonsingular \([59]\). If \( A \) was singular, there would be a non-zero vector \( v \) for which \( Av = 0 \); in that case, a solution starting at \( v \) would remain at \( v \) and the origin would not be attractive. We assume throughout this thesis that \( A \) is nonsingular. The following concepts are important in the study of descriptor systems.

**Regular descriptor systems**: The system is regular if \( \det[sE - A] \) is not identically zero. We further assume that all the descriptor systems considered in thesis are regular. Regular descriptor systems should not be confused with regular systems where \( E = I \).

**Eigenvalues of \( (E,A) \)**: An eigenvalue of \( (E,A) \) is any complex number \( \lambda \) for which \( \det[\lambda E - A] = 0 \). When \( A \) is nonsingular, \( (E,A) \) has no eigenvalues at zero and for \( \lambda \neq 0 \)

\[
\det[\lambda E - A] = (-\lambda)^n \det[A] \det[\lambda^{-1}I - A^{-1}E]. \quad (2.4)
\]

From this expression, it is clear that the finite eigenvalues of \( (E,A) \) are simply the inverse of the nonzero eigenvalues of \( A^{-1}E \).
Consistency space: When $E$ is nonsingular, the system is regular and has a unique continuous solution $x(\cdot)$ for any initial condition $x(t_0) = x_0$. When $E$ is singular, this is no longer the case; there is not a solution for every initial condition. When $A$ is invertible, system description (2.3) is equivalent to
\[ x = A^{-1}E \dot{x}. \]
(2.5)
This means that $x(t)$ must always be in the subspace $\text{Im}(A^{-1}E)$; hence $\dot{x}(t)$ must be in $\text{Im}(A^{-1}E)$, which in turn implies that $x(t)$ must be in $\text{Im}(A^{-1}E^2)$. By induction, we obtain that $x(t)$ is in $\text{Im}(A^{-1}E^k)$ for all $k = 1, 2, \ldots$. Since $\text{Im}(A^{-1}E^{k+1}) \subset \text{Im}(A^{-1}E^k)$ and $\mathbb{R}^n$ has finite dimension $n$, there exists $k^* \leq n$ such that
\[ \text{Im}(A^{-1}E^{k+1}) = \text{Im}(A^{-1}E^{k}) ; \]
(2.6)
in that case, $\text{Im}(A^{-1}E^k) = \text{Im}(A^{-1}E^{k'})$ for all $k \geq k^*$. Let
\[ \mathcal{C} = \mathcal{C}(E,A) := \text{Im}(A^{-1}E^{k^*}) . \]
(2.7)
Since $\text{Im}(A^{-1}E^{k+1}) = \text{Im}(A^{-1}E^{k'})$, we see that $A^{-1}E\mathcal{C} = \mathcal{C}$; this means that $A^{-1}E$ is a one-to-one mapping of $\mathcal{C}$ onto itself; hence the kernel of $E$ and $\mathcal{C}$ intersect only at zero, i.e.,
\[ \ker(E) \cap \mathcal{C}(E,A) = \{0\} , \]
(2.8)
If we let $\tilde{A}$ be the inverse of the map $A^{-1}E$ restricted to $\mathcal{C}$, then (2.3), or equivalently (2.5), is equivalent to
\[ \dot{x} = \tilde{A}x, \]
(2.9)
Thus the descriptor system is equivalent to the regular system (2.9), where $x(t)$ is in $\mathcal{C}$. We call $\mathcal{C}(E,A) = \mathcal{C}$ the consistency space for system (2.3) or $(E,A)$. Note that $\tilde{A}$ is invertible on $\mathcal{C}$.

Hence, $\mathcal{C}$ is the set of initial states $x_0$ for which the system (2.3) has a solution.

Index: The index of the system is the smallest integer $k^*$ for which (2.6) holds. Clearly, a system is index-zero if and only if $E$ is nonsingular. In this case, the system is equivalent to the regular system $\dot{x} = E^{-1}Ax$ and the consistency space is the whole state space. If $E$ is singular, we make the following claim where the nullity of $E$ is the dimension of the kernel of $E$ and equals $n - r$ and $r = \text{rank}(E)$.
A system is index-one if and only if the number of zero eigenvalues of $A^{-1}E$ equals the nullity of $E$.

To see this, note that the number of zero eigenvalues of $A^{-1}E$ is the algebraic multiplicity of zero as an eigenvalue of $A^{-1}E$. The geometric and algebraic multiplicities are equal if and only if $A^{-1}E$ and $(A^{-1}E)^2$ have the same nullity; this is equivalent to $\text{Im}((A^{-1}E)^2) = \text{Im}(A^{-1}E)$, that is, the system is index-one.

**Theorem 4 (Weierstrass canonical form [92],[93])** Let $\lambda E - A$ be a regular matrix pencil. Then there exist nonsingular matrices $S$ and $T \in \mathbb{R}^{n \times n}$ such that

$$
\begin{align*}
SET &= \begin{pmatrix} I_q & 0 \\ 0 & N \end{pmatrix} \\
SAT &= \begin{pmatrix} J & 0 \\ 0 & I_{n-q} \end{pmatrix}
\end{align*}
$$

(2.10)

where $I_q$ denotes the identity matrix of order $q$. The matrix $J$ corresponds to the finite eigenvalues of $\lambda E - A$, whereas $N$ is nilpotent and corresponds to the infinite eigenvalues. The matrices $J$ and $N$ can be assumed to in Jordan form.

When all eigenvalues of $J$ have negative real parts, the pencil $\lambda E - A$ is said to be stable. The nilpotency index-$\mu$ of $N$, viz. $N^{\mu-1} \neq 0$ and $N^{\mu} = 0$, is called the index of the matrix pencil $\lambda E - A$. It should also be noted that both definitions of index are equivalent, i.e., $\mu = k^*$.

The concept of index defined above plays a major role in our analysis of descriptor systems, and it determines the switching strategy between the linear switched descriptor systems considered in Part II of this thesis. It also imposes a restriction on the smoothness of the control input for descriptor systems (see Theorem 6). There are several other definitions of index used in the literature, based on the nature of descriptor systems and their applications; for a detailed analysis and a comparison of various index concepts, see [94] [95].

**Spectral Projections and Consistency Projectors:**

**Definition 1** [58] The spectral projections onto the left and right of the deflating subspaces of $\lambda E - A$ corresponding to the finite eigenvalues are given by

$$
\begin{align*}
P_l &= S^{-1} \begin{pmatrix} I_q & 0 \\ 0 & 0 \end{pmatrix} S \\
P_r &= T \begin{pmatrix} I_q & 0 \\ 0 & 0 \end{pmatrix} T^{-1}
\end{align*}
$$

(2.11)

The projections onto the left and right of the deflating subspaces of $\lambda E - A$ corresponding to the eigenvalue at infinity are given by the complementary projectors $Q_l = I - P_l$ and $Q_r = I - P_r$. 
Stability of descriptor systems:

Now we present different notions of stability for a general DAE of the form (1.1) [96], [97] under the assumption that $\mathcal{C}$ is the consistency space of (1.1).

**Definition 2 Stability in the sense of Lyapunov:** $x^* = 0$ is a stable equilibrium point of (1.1) if, given any $\varepsilon > 0$, there is some $\delta > 0$ such that for any $x(t_0) \in \mathcal{C}$, $\|x(t_0)\| < \delta$ implies $\|x(t)\| < \varepsilon$ for $t \geq t_0$ for all solutions $x(t)$ of the system.

In the above definition, $x^*$ is uniformly stable if $\delta$ is not a function of $t_0$.

**Definition 3 Asymptotic stability:** $x^* = 0$ is an asymptotically stable equilibrium point of (1.1) if

1. $x^* = 0$ is stable,
2. $x^* = 0$ locally attractive; i.e., there exists $\delta$ such that for any $x(t_0) \in \mathcal{C}$,

$$\|x(t_0)\| < \delta \Rightarrow \lim_{t \to \infty} x(t) = 0.$$ (2.12)

In order to quantify the rate of convergence, we define a different form of stability termed as exponential stability.

**Definition 4 Exponential stability:** $x^* = 0$ is exponentially stable equilibrium of (1.1) if there exist real constants $M \geq 1$, $\beta > 0$ such that for any $x(t_0) \in \mathcal{C}$,

$$\|x(t)\| \leq Me^{-\beta(t-t_0)}\|x(t_0)\|$$ (2.13)

for $t \geq t_0$ for all solutions $x(t)$ of (1.1).

We can say that $x^*$ is uniformly asymptotically stable if $x^* = 0$ is asymptotically stable and $\delta$ is independent of $t_0$. Further, it is required that the convergence in equation (2.12) is uniform. The notion of uniformity is important for time varying systems of the form (1.3), however for time invariant systems of the form (2.3), stability (asymptotic or exponential) implies uniform (asymptotic or exponential) stability. We say an equilibrium point $x^*$ is globally stable if it is stable for all initial conditions $x(t_0) \in \mathcal{C}$. For the LTI descriptor systems under consideration in this part (2.3), the following Theorem provides the necessary and sufficient conditions for asymptotic stability.

**Theorem 5** [59, 98] Let $(E,A)$ be a regular matrix pair. The equilibrium point $x^* = 0$ of equation (2.3) is asymptotically stable if and only if all the finite eigenvalues of $(E,A)$ lie in the open left half-plane.
2.1 Properties of LTI Descriptor Systems

**State space formulation with** $u \not\equiv 0$: One is often interested in controlling descriptor systems through a control input $u$ while measuring some internal state variables $x$ to obtain a desired system behaviour, i.e.,

\[
E\dot{x}(t) = Ax(t) + Bu(t); \quad x(t_0) = x_0 \tag{2.14}
\]

\[
y(t) = C^T x(t) + Du(t), \tag{2.15}
\]

where $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m}$ and $\text{rank}(E) = r < n$. In order to understand the solvability and consistency of the descriptor control system (2.14-2.15), we present the next Theorem based on the Weierstrass canonical form from Theorem 4.

**Theorem 6** \[99\] Let the pair $(E, A)$ from (2.14) be regular and let $S$ and $T$ be non-singular matrices which transform (2.14) to Weierstrass canonical form, i.e.,

\[
SET = \begin{pmatrix} I_q & 0 \\ 0 & N \end{pmatrix} \quad SAT = \begin{pmatrix} J & 0 \\ 0 & I_{n-q} \end{pmatrix} \quad SB = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} \tag{2.16}
\]

and set

\[
T^{-1} x(t) = \begin{pmatrix} \tilde{x}_1(t) \\ \tilde{x}_2(t) \end{pmatrix} \quad T^{-1} x_0 = \begin{pmatrix} \tilde{x}_{1,0} \\ \tilde{x}_{2,0} \end{pmatrix} \tag{2.17}
\]

Furthermore, let $\mu = \text{index}(E, A)$ and assume $u$ is sufficiently smooth. Then we have the following:

1. the differential-algebraic equation (2.14) is solvable;

2. an initial condition (2.14) is consistent if and only if

\[
\tilde{x}_{2,0} = -\sum_{i=0}^{\mu-1} N^i B_2 u(t_0); \tag{2.18}
\]

in particular, the set of consistent initial values $x_0$ is nonempty.

3. every initial value problem with consistent initial condition is uniquely solvable.

It can be observed from (2.18) that for a classical smooth solution $x(t)$, it is necessary that $u$ is $\mu$ times differentiable. *Henceforth, in this thesis, we assume that descriptor control systems (descriptor systems with a non-zero input) of the form (2.14-2.15) are consistent and uniquely solvable.*

**Remark 1** If we consider the case where $u \equiv 0$, then

\[
\dot{x}_2 = -\sum_{i=0}^{\mu-1} N^i \tilde{x}_{2,0}. \tag{2.19}
\]
Based on (2.19) we can observe that if \( \tilde{x}_{2,0} \) represents a sudden jump (Heaviside step function, or the unit step function), then \( \tilde{x}_2 \) would consist of impulses (Dirac delta functions). However this is not an issue for index-one systems \( (N = 0) \), hence they are called Impulse Free Systems. For higher index systems, these impulses can be avoided through consistent initialization.

In order to study inconsistent initial values and impulsive solutions, we need a distributional framework. For a detailed study of distributional descriptor systems, see [100],[51]. Explicit representation of the solutions of (2.14) in terms of the original matrices \( E, A, B \) is possible using the concept of Drazin inverse for more details, see [99].

2.2 PASSIVITY OF LTI SYSTEMS

In this section, we provide some notation, mathematical definitions and preliminary results on passivity of LTI systems.

**Notation:** The notation \( \Re[s] \) will be used to denote the real part of a complex number \( s \). The conjugate of a complex number \( s = a + jb \), where \( a \) and \( b \) are real, will be denoted by \( s^* := a - jb \), where \( j^2 = -1 \). For a nonsingular matrix \( A, A^{-*} := (A^{-1})^* = (A^*)^{-1} \), where \( A^* \) denotes the conjugate transpose of \( A \). The largest and smallest singular values of a matrix \( A \) will be denoted by \( \sigma_\text{max}(A) \) and \( \sigma_\text{min}(A) \), respectively.

The notion of passivity for LTI systems is based on the input-output framework given by

\[
Y(s) = H(s)U(s),
\]

where \( s \in \mathbb{C} \) is the Laplace variable, \( U(s) \) and \( Y(s) \) are the Laplace transforms of the time-functions \( u(\cdot) \) and \( y(\cdot) \). By slight abuse of notation, we use \( H(s) \) for both scalar and matrix transfer functions. Hence we use the symbols \( > (\geq) \) for positivity (non-negativity) for scalars and Hermitian positive definiteness (positive semi-definiteness) for matrices. In particular for transfer function matrices, \( H^*(j\omega) := [H(j\omega)]^* = H^T(-j\omega) \). Also, \( \mathcal{RL}_\infty \) will be used to denote proper real rational transfer function matrices with no poles on the imaginary axis and \( \mathcal{RH}_\infty \) will be used to denote proper real rational transfer function matrices with no poles in the closed RHP.

**Mathematical formulation of passivity:**

**Definition 5** [101] A system with input \( u(\cdot) \) and output \( y(\cdot) \), where \( u(t), y(t) \in \mathbb{R}^m \), is passive if there is a constant \( \beta \leq 0 \) such that

\[
\int_0^t y^T(\tau)u(\tau)d\tau \geq \beta
\]

(2.20)
for all functions $u(\cdot)$ and all $t \geq 0$. If, in addition, there are constants $l \geq 0$ and $k \geq 0$ such that

$$
\int_0^t y^T(\tau)u(\tau)d\tau \geq \beta + l \int_0^t u^T(\tau)u(\tau)d\tau + k \int_0^t y^T(\tau)y(\tau)d\tau
$$

(2.21)

for all functions $u(\cdot)$ and all $t \geq 0$, then the system is Output Strictly Passive (OSP) if $k > 0$, Input Strictly Passive (ISP) if $l > 0$, and Very Strictly Passive (VSP) if $k > 0$ and $l > 0$.

The constant $\beta$ is related to the initial conditions of a system and without loss of generality, we assume that the systems are initially relaxed, i.e., $\beta$ is identically zero [101].

From the above definition, a SISO LTI system $\Sigma_1$, with input $u_1$ and output $y_1$ is passive if $u_1(t)y_1(t) \geq 0$ for every $t > 0$. Thus passivity can be interpreted as a restriction on the system input-output graph to lie in the shaded region illustrated in Figure 5-(a) [10]. Similarly for a VSP system $\Sigma_2$ with input $u_2$ and output $y_2$, the input-output graph lies entirely in a region defined by $u_2(t)y_2(t) \geq \varepsilon (u_2^2(t) + y_2^2(t))$ (assuming $k = l = \varepsilon$) for every $t > 0$. This region is illustrated in Figure 5-(b). Other intermediate versions of passivity can also be interpreted in a similar way, for example, OSP systems ($\Sigma_3$) are restricted to region illustrated in Figure 5-(c).

Parseval’s Theorem transforms time domain conditions (Definition 5) into frequency domain conditions under the assumption that $u(t)$ and $y(t)$ are Lebesgue integrable. Passivity of an LTI system is equivalent to positive realness of the corresponding transfer function $H(s)$ [102]. Now we define Positive Realness of a LTI transfer function matrices, these definitions can be easily extended to the scalar case.

Definition 6 [12] A transfer function matrix $H(s)$ is PR if and only if the following conditions hold.
1. $H(s)$ is analytic in \( \{ s \in \mathbb{C} : \Re(s) > 0 \} \).

2. $H(j\omega) + H(j\omega)^* \geq 0 \quad \forall \omega \in \mathbb{R} \cup \{-\infty\}$, with \( j\omega \) not a pole of any element of \( H(\cdot) \).

3. If \( j\omega_0 \) is a pole of any element of \( H(\cdot) \), it is at most a simple pole, and the residue matrix, \( K_0 = \lim_{\omega \to j\omega_0} (s - j\omega_0)H(s) \) in case \( \omega_0 \) is finite, and \( K_\infty = \lim_{\omega \to \infty} \frac{1}{j\omega}H(j\omega) \) in case \( \omega_0 \) is infinite, is positive semi-definite Hermitian.

Frequency domain interpretations of other stricter forms of passivity are given below.

**Definition 7** [101] Given a LTI system with transfer function matrix \( H(s) \) analytic in the closed right half plane, the following assertions hold.

1. The system is **ISP** if and only if there exists a \( l > 0 \) such that \( H(j\omega) + H(j\omega)^* \geq lI > 0 \) for all \( \omega \in \mathbb{R} \cup \{-\infty\} \).

2. The system is **OSP** if and only if there exists a \( k > 0 \) such that \( H(j\omega) + H(j\omega)^* \geq kH(j\omega)H(j\omega)^* \) for all \( \omega \in \mathbb{R} \cup \{-\infty\} \).

3. The system is **VSP** if and only if there exists a \( k > 0 \) such that \( H(j\omega) + H(j\omega)^* \geq kH(j\omega)H(j\omega)^* + lI \) for all \( \omega \in \mathbb{R} \cup \{-\infty\} \).

Negative feedback interconnection of a passive system and a strictly passive system is asymptotically stable. But according to the definitions given above, the concept of strict passivity is very restrictive, because \( H(s) \) is strictly passive if and only if \( H(j\omega) \geq \delta l > 0 \forall \omega \in \mathbb{R} \). This is possible only for transfer functions with zero relative order. To relax this condition, the concept of **SPR** has been introduced such that the feedback combination of a passive system with an **SPR** one is also asymptotically stable [102]. There exists several notions of strict positive realness in the literature, however we primarily follow the definition given below.

**Definition 8** [103] A transfer function \( H(s) \) is **SPR** if there exists a scalar \( \varepsilon > 0 \) such that \( H(s) \) is analytic in a region of the complex plane which includes those \( s \) for which \( \Re(s) \geq -\varepsilon \) and

\[
H(j\omega - \varepsilon) + H(j\omega - \varepsilon)^* \geq 0 \quad \forall \omega \in \mathbb{R} \cup \{-\infty\}.
\]  \hspace{1cm} (2.22)

We say \( H \) is regular if \( H(j\omega) + H(j\omega)^* \) is not identically zero for all \( \omega \in \mathbb{R} \). For convenience, we will include regularity as a requirement for **SPR**.

This definition requires the existence of a positive \( \varepsilon \) such that \( H(s - \varepsilon) \) is positive real. We call this **KYP-SPR**, as it is a notion of strict positive realness that is consistent with the **KYP** Lemma. Roughly speaking, the conditions for **KYP-SPR** and strict passivity coincide, except for an additional limit condition at infinity that must be satisfied in the **KYP-SPR** case (the so called side-condition). The \( \varepsilon \)-free definition of **SPR** given below is based on the result from [103].
Lemma 1 [103] A transfer function $H(s)$ is SPR and regular if and only if the following conditions hold.

1. There exists $\beta > 0$ such that $H$ is analytic in $\{s \in \mathbb{C} : \Re(s) > -\beta\}$.

2. $H(j\omega) + H(j\omega)^* > 0 \quad \forall \ \omega \in \mathbb{R}$ (2.23)

3. $\lim_{|\omega| \to \infty} \omega^{2\rho} \det[H(j\omega) + H(j\omega)^*] \neq 0,$ (2.24)

where $\rho$ is the nullity of $H(j\infty) + H(j\infty)^*$. In either case, the above limit is positive.

2.2.1 Testing for passivity

Before proceeding to the methods to test passivity of descriptor systems, we present methods to test passivity of regular systems. Considering the compact, simple and algebraic nature of these methods, we will use them in the next chapter to develop similar passivity tests for descriptor systems. These methods can be classified into SISO and MIMO cases.

Passivity of Regular SISO Systems:

Consider a regular SISO system

$$\begin{align*}
\dot{x}(t) &= \mathbf{A}x(t) + b u(t); \\
y(t) &= c^T x(t) + d u(t),
\end{align*}$$

where $A \in \mathbb{R}^{n \times n}$, $b, c \in \mathbb{R}^n$, $d \in \mathbb{R}$, and assume that $A$ is Hurwitz. The corresponding SISO transfer function is given by

$$H(s) = d + c^T (sI - A)^{-1} b.$$ (2.27)

Passivity tests for the SISO case are presented separately for $d > 0$ and $d = 0$.

Theorem 7 [21] Consider the transfer function (2.27) with $d > 0$. $H(s)$ is SPR if and only if

1. $A$ is Hurwitz and

2. the matrix $(A - \frac{1}{d}bc^T)$ has no eigenvalues on the closed negative real axis $(0, \infty]$. $H(s)$ is PR if and only if

1. the matrix $(A - \frac{1}{d}bc^T)$ has no eigenvalue of odd (algebraic) multiplicity on the open negative real axis $(0, \infty)$ and
2. all residues of \( H(s) \) at poles on the imaginary axis are non-negative.

**Theorem 8** [21] Consider the transfer function (2.27) with \( d = 0 \). \( H(s) \) is SPR if and only if

1. \( A \) is Hurwitz and

2. \( c^T Ab < 0 \) and the matrix product \( A(A - \frac{Abc}{c^T Ab}) \) has no eigenvalue on the open negative real axis \((-\infty, 0)\) and exactly one zero eigenvalue;
   
   (OR)

   \( c^T A^{-1} b < 0 \) and the matrix product \( A^{-1}(A^{-1} - \frac{A^{-1}b c^T A^{-1}b}{c^T A^{-1}b}) \) has no eigenvalue on the open negative real axis \((-\infty, 0)\) and exactly one zero eigenvalue.

Let \( p \) be the smallest odd integer such that \( c^T A^p b \neq 0 \), then \( H(s) \) is PR if and only if

1. \((-1)^{\frac{p+1}{2}} c^T A^p b > 0\);

2. the matrix \( A \left(I - \frac{A^p b c^T}{c^T A^p b}\right)A \) has no eigenvalue of odd (algebraic) multiplicity on the open negative real axis \((-\infty, 0)\) and

3. all residues of \( H(s) \) at poles on the imaginary axis are non-negative.

**Passivity of Regular MIMO Systems:**

Consider a regular MIMO system

\[
\dot{x}(t) = Ax(t) + Bu(t); \\
y(t) = C^T x(t) + Du(t),
\]

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m} \), and assume that \( A \) is Hurwitz. The corresponding MIMO transfer function is given by

\[
H(s) = D + C^T (sI - A)^{-1}B.
\]

Again, we present these conditions separately for \( D + D^T \) non-singular and \( D + D^T \) singular.

**Theorem 9** [22], [23] Let \( A \in \mathbb{R}^{n \times n} \) be a real Hurwitz matrix and assume that \( Q = D + D^T > 0 \). Then the transfer function matrix

\[
H(s) = D + C^T (sI - A)^{-1}B
\]

is SPR if and only if the Hamiltonian matrix given by

\[
\begin{bmatrix}
-A + BQ^{-1}C^T & BQ^{-1}B^T \\
-CQ^{-1}C^T & A^T - CQ^{-1}B^T
\end{bmatrix}
\]

has no eigenvalues on the imaginary axis.
Theorem 10 [26] Let $A \in \mathbb{R}^{n \times n}$ be a real Hurwitz matrix with $D + D^T$ singular. Then the transfer function matrix

$$H(s) = D + C^T (sI - A)^{-1}B$$

satisfies $H(j\omega) + H^*(j\omega) > 0$ for all finite $\omega$ if and only if the $Q + Q^T > 0$, where $Q = D - C^T A^{-1}B$ and the Hamiltonian matrix given by

$$N = \begin{bmatrix}
    -(A^{-1} + A^{-1}BQ^{-1}C^TA^{-1}) & A^{-1}BQ^{-1}B^TA^{-T} \\
    -A^{-T}CQ^{-1}C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T
  \end{bmatrix},$$

has no eigenvalues on the imaginary axis, except at the origin.

2.3 Mixed Property of LTI Systems

LTI “mixed” systems, as defined in the frequency domain in [44], are systems that, in some frequency bands, have passivity-type properties, while in the remaining frequency bands, may lose these properties but instead have small gain-type properties; there exist no frequencies over which a “mixed” system has neither of the notions of these properties associated with it. In appropriate circumstances, multipliers (or weights) may be used to scale systems in feedback interconnections that do not exhibit mixtures of small gain and passivity properties into “mixed” systems frameworks [38]. Before defining the mixed property, we define an important property known as causality.

Definition 9 A system is causal if and only if for all input pairs $u_1(t)$ and $u_2(t)$ such that

$$u_1(t) = u_2(t), \quad t \leq t_0 \quad \forall t_0$$

the two corresponding outputs satisfy

$$y_1(t) = y_2(t), \quad t \leq t_0$$

If the above condition is not satisfied, then the system is able to anticipate the difference in the inputs before it occurs, which is not possible for physical systems. For LTI systems, simpler definitions of causality can be stated.

Definition 10 [104] Let $h(t)$ be the impulse response for a system and $H(s) = \int_{-\infty}^{\infty} h(t)e^{-st}dt$ be the corresponding bilateral laplace transform. Then the system is causal if and only if

$$h(t) = 0 \quad t < 0,$$

or equivalently,

1. $H(s)$ is defined and analytic in a half-plane $\mathcal{R}(s) > \sigma_0$ and
2. $H(s)$ grows not faster than a polynomial for $\Re(s) > \sigma_0$, for some $\sigma_0$.

It is well known that if an LTI system is passive, then it is also causal [104], however, mixed property is based on violation of passivity. Hence, based on the above definition of causality and conditions imposed by stability, we restrict our definition of mixed property to $\mathcal{RH}_\infty$ transfer function matrices.

### Mathematical Formulation of “mixed” property:

Consider square transfer function matrix $M \in \mathcal{RH}_\infty$. Suppose that $a, b \in \mathbb{R}$.

**Definition 11** [44] A square transfer function matrix $M \in \mathcal{RH}_\infty$ is said to be input and output strictly passive over the frequency interval $[a, b]$, $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$ if there exist $k, l > 0$ such that

$$-kM^*(j\omega)M(j\omega) + M^*(j\omega) + M(j\omega) - lI \geq 0$$

for all $\omega \in [a, b]$, $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$, respectively.

We will say that the system is input strictly passive over a frequency interval if Definition 11 is satisfied with $k = 0$; output strictly passive over a frequency interval if the definition is satisfied with $l = 0$; and passive over a frequency interval if it is satisfied with $k = l = 0$. Note that any $M(j\omega)$ satisfying Definition 11 over the frequency interval $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$ must be such that $\lim_{\omega \to \pm\infty} \lambda_i[M^*(j\omega) + M(j\omega)] = c_i^p > 0$ for all $i$, where $\lambda_i \in \mathbb{R}$ denotes the $i$th eigenvalue of the Hermitian matrix $M^*(j\omega) + M(j\omega)$. Then $\lim_{\omega \to \pm\infty} \det[M^*(j\omega) + M(j\omega)] \neq 0$.

**Definition 12** [44] Define the system gain over the frequency interval $[a, b]$, $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$ as

$$\epsilon := \inf \{ \bar{\epsilon} \in \mathbb{R}_+ : -M^*(j\omega)M(j\omega) + \bar{\epsilon}^2 I \geq 0 \}$$

for all $\omega \in [a, b]$, $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$, respectively if $\bar{\epsilon} < 1$.

The transfer function matrix $M \in \mathcal{RH}_\infty$ is said to have a gain of less than one over the frequency interval $[a, b]$, $(-\infty, a]$, $[b, \infty)$ or $(-\infty, \infty)$, respectively if $\epsilon < 1$.

In the following, we present an important relationship, connecting passivity and small gain properties of a transfer function. This relationship will be used later to develop stability results for "mixed" regular and descriptor systems.

**Lemma 2** (Scattering Property) Suppose that $H \in \mathcal{RL}_\infty$ and that, at some $\omega \in \mathbb{R} \cup \{ \pm \infty \}$, $H^*(j\omega) + H(j\omega) \geq 0$. Let $S(j\omega) := (H(j\omega) - I)(I + H(j\omega))^{-1}$. Then $-S^*(j\omega)S(j\omega) + I \geq 0$. 


For any system satisfying Definition 12 with gain of less than one over the frequency interval \((-\infty, a], [b, \infty)\) or \((-\infty, \infty)\) it must be so that \(\lim_{\omega \to \pm \infty} \lambda_i[-M^*(j\omega)M(j\omega) + I] = c_i > 0\) for all \(i\), where \(\lambda_i \in \mathbb{R}\) denotes the \(i\)th eigenvalue of the Hermitian matrix \(-M^*(j\omega)M(j\omega) + I\). Then \(\lim_{\omega \to \pm \infty} \det[-M^*(j\omega)M(j\omega) + I] \neq 0\). We now define a “mixed” system similarly to [44].

**Definition 13** A square transfer function matrix \(M \in \mathcal{RH}_\infty\) is said to be “mixed” if for each frequency \(\omega \in \mathbb{R} \cup \{-\infty, \infty\}\): either

\[
(i) \quad -kM^*(j\omega)M(j\omega) + M^*(j\omega) + M(j\omega) - lI \geq 0; \quad \text{and/or}
\]

\[
(ii) \quad -M^*(j\omega)M(j\omega) + \varepsilon^2 I \geq 0.
\]

The constants \(k, l > 0\) and \(\varepsilon < 1\) are independent of \(\omega\).

### 2.3.1 Testing for mixedness

Before analysing the methods to test “mixedness” of descriptor systems, we review the methods to test “mixedness” of regular systems.

**“Mixedness” of Regular MIMO Systems:**

A test for determining whether MIMO, LTI systems of the form (2.28-2.29) have the property of “mixedness” was introduced in [44]. This test was presented as a means of ascertaining “mixedness”; however, it is a procedure that can be adapted to test for other properties as well (for example, by setting the parameter \((\varepsilon)\), denoting the gain of a system over a certain frequency interval, to a value of greater than one).

**Lemma 3** Suppose that \(k, l \in \mathbb{R}\) and define

\[
M_1(j\omega) = -kM^*(j\omega)M(j\omega) + M^*(j\omega) + M(j\omega) - lI
\]

(2.35)

Let \(Y := I - kD\) and suppose that \(X_1 := -kD^TD + D^TD - D - lI\) is invertible. For some \(\omega \in [a,b]\), the matrix \(H_1(j\omega)\) has a zero eigenvalue if and only if the matrix \(H_1\) has an eigenvalue on the imaginary axis between and including \(-ja\) and \(-jb\), where

\[
N_1 := \begin{pmatrix} -A + BX_1^{-1}Y^TC^T & -BX_1^{-1}B^T \\ kCC^T + CYX_1^{-1}Y^TC^T & A^T - CYX_1^{-1}B^T \end{pmatrix}.
\]

**Lemma 4** Suppose that \(\varepsilon \in \mathbb{R} \setminus \{0\}\) and define

\[
M_2(j\omega) = -M^*(j\omega)M(j\omega) + \varepsilon^2 I.
\]

(2.36)
Suppose that $X_2 := -D^T D + \varepsilon^2 I$ is invertible. For some $\omega \in [a, b]$, the matrix $M_2(j\omega)$ has a zero eigenvalue if and only if the matrix $M_2$ has an eigenvalue on the imaginary axis between and including $-ja$ and $-jb$, where

$$N_2 := \begin{pmatrix}
-A - BX_2^{-1} D^T C & -BX_2^{-1} B^T \\
kCC^T + CDX_2^{-1} D^T C^T & A^T + CDX_2^{-1} B^T
\end{pmatrix}.$$ 

We also note the following:

- there exist $k, l > 0$ such that $-kM(j\omega)^* M(j\omega) + M(j\omega)^* + M(j\omega) - lI \geq 0$ for all $\omega \in [a, b]$ if and only if $M(j\omega)^* + M(j\omega) > 0$ for all $\omega \in [a, b]$;

- under the assumption that $\det(M(j\omega)^* + M(j\omega)) \neq 0$, there exist $k, l > 0$ such that $-kM(j\omega)^* M(j\omega) + M(j\omega)^* + M(j\omega) - lI \geq 0$ for all $\omega \in (-\infty, b], [a, \infty)$ or $(-\infty, \infty)$ if and only if $M(j\omega)^* + M(j\omega) > 0$ for all $\omega \in (-\infty, b], [a, \infty)$ or $(-\infty, \infty)$, respectively;

- there exists $\varepsilon < 1$ such that $-M(j\omega)^* M(j\omega) + \varepsilon^2 I \geq 0$ for all $\omega \in [a, b]$ if and only if $-M(j\omega)^* M(j\omega) + l > 0$ for all $\omega \in [a, b]$;

- under the assumption that $\det(-M(j\omega)^* M(j\omega) + l) \neq 0$, there exists $\varepsilon < 1$ such that $-M(j\omega)^* M(j\omega) + \varepsilon^2 I \geq 0$ for all $\omega \in (-\infty, b], [a, \infty)$ or $(-\infty, \infty)$ if and only if $-M(j\omega)^* M(j\omega) + l > 0$ for all $\omega \in (-\infty, b], [a, \infty)$ or $(-\infty, \infty)$, respectively.

In other words, there are cases in which the free parameters $k, l$ and $\varepsilon$ can be eliminated from the test; that is, we can set $k = l = 0$ and $\varepsilon = 1$ when applying Lemmas 3 and 4.

Now let $k = l = 0$, then $M_1(j\omega) = M(j\omega) + M^*(j\omega)$. Similarly, let $\varepsilon = 1$, then $M_2(j\omega) = -M^*(j\omega)M(j\omega) + l$. Now consider Lemmas 3 and 4 and set

$$\Omega_p := \{ \omega \in [-\infty, \infty] : N_1 \text{ has an eigenvalue on the imaginary axis } j\omega \}$$

$$\Omega_a := \{ \omega \in [-\infty, \infty] : N_2 \text{ has an eigenvalue on the imaginary axis } j\omega \}.$$ 

Suppose that we divide the real axis $-\infty$ to $\infty$ into smaller intervals, where any elements of $\Omega_p$ and $\Omega_a$ are set as open interval endpoints, as follows:

Division group 1 := $(-\infty, \omega_{p_1}), (\omega_{p_1}, \omega_{p_2}), \ldots, (\omega_{p_{n-1}}, \omega_{p_n}), (\omega_{p_n}, \infty)$

Division group 2 := $(-\infty, \omega_{a_1}), (\omega_{a_1}, \omega_{a_2}), \ldots, (\omega_{a_{m-1}}, \omega_{a_m}), (\omega_{a_m}, \infty)$

where $n =$ number of elements in $\Omega_p$; $m =$ number of elements in $\Omega_a$; $\omega_{p_1}, \omega_{p_2}, \ldots, \omega_{p_n}$ denote the elements of $\Omega_p$ listed in increasing order; and $\omega_{a_1}, \omega_{a_2}, \ldots, \omega_{a_m}$ denote the elements of $\Omega_a$ listed in increasing order.

Let $I_{\Omega_p}$ denote the set of $\omega$ belonging to the intervals over which $M_1(j\omega) > 0$ and $I_{\Omega_a}$ denote the set of $\omega$ belonging to the intervals over which $M_2(j\omega) > 0$. Then we have the following result.
Theorem 11  The following two statements are equivalent:

(i) A continuous-time system with transfer function matrix \( M(s) \in \mathcal{RH}_\infty \) is a "mixed" system;

(ii) \( I_{N_1} \cup I_{N_2} = \{ \omega \in \mathbb{R} : -\infty \leq \omega \leq \infty \} \).
PASSIVITY

In this chapter, we develop easily verifiable, compact spectral conditions for checking \textit{PR} (or \textit{SPR}) property of SISO and MIMO descriptor systems. To obtain our results, we use only elementary concepts from linear algebra and existing results on strict positive realness for regular systems. This construction results in a test that involves only the evaluation of the eigenvalues of a matrix that is determined in an elementary manner from the matrices \( E, A, B, C, D \); while avoiding generalized eigenvalue calculation.

3.1 INTRODUCTION

In this chapter, we consider passivity properties of descriptor systems given by

\[
\begin{align*}
E \dot{x}(t) & = Ax(t) + Bu(t); \\
y(t) & = C^T x(t) + Du(t),
\end{align*}
\]

(3.1)

where \( E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m} \) and \( \text{rank}(E) = p < n \). Passivity of the descriptor system defined above is equivalent positive realness of

\[
H(s) = D + C^T (sE - A)^{-1} B.
\]

(3.2)

The traditional approach towards checking passivity of descriptor systems requires transformation of the original system into a special form using involved numerical linear algebraic techniques. In this chapter, we use the ideas of full rank decomposition and reciprocal systems to obtain a convenient realization for our analysis. This realization yields an immediate connection to regular systems and reveals a direct link to the Kalman-Yacubovich-Popov Lemma. Most importantly, our approach results in construction of passivity tests that only involve the evaluation of simple eigenvalues of a matrix, determined in an elementary manner from \( E, A, B, C, D \). Also, our passivity tests for descriptor systems for all finite frequencies do not need \textit{a priori} knowledge of descriptor system index.

In this chapter, we consider passivity of index-one and index-two descriptor systems separately for both SISO and MIMO cases. Finally, we summarize all results and show that our passivity tests are independent of the index.
3.2 PRELIMINARY RESULTS

Here, we present some important properties of LTI descriptor systems regarding passivity and some preliminary results.

3.2.1 Passivity of descriptor systems: definitions

Special nature of descriptor system transfer functions can be observed using the Weierstrass canonical form (Theorem 4) to partition the matrices $C^T$ and $B$ as

$$
\begin{bmatrix}
C_1^T \\
C_2^T
\end{bmatrix} = C^T T \quad \text{and} \quad
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} = SB. \quad (3.3)
$$

Then we can express the descriptor system transfer function as

$$
H(s) = D + C^T(sE - A)^{-1}B
= D + \begin{bmatrix}
C_1^T \\
C_2^T
\end{bmatrix} \begin{bmatrix}
(sI_p - J_p)^{-1} & 0 \\
0 & -(I_{n-p} - sN)^{-1}
\end{bmatrix} \begin{bmatrix}
B_1 \\
B_2
\end{bmatrix}
= D - C_2^T B_2 + C_1^T(sI_p - J_p)^{-1} B_1 - \sum_{i=1}^{m} s^i C_2^T N^i B_2
$$

In the above expression, $H_p(s) = D - C_2^T B_2 + C_1^T(sI_p - J_p)^{-1} B_1$ is the proper part and $H_\infty(s) = -\sum_{i=1}^{m} s^i C_2^T N^i B_2$ is the improper part. This decoupling helps us to conclude that descriptor systems having index greater than two cannot be PR (passive). This is clear from Definition 6, according to which: poles of a passive transfer function matrix at infinity, if they exist are simple and their residue is positive semi-definite. Hence, positive realness of an index-two transfer function matrix $H(s)$ is equivalent to positive realness of the proper part $H_p(s)$ and positive semi-definiteness of $-C_2^T N B_2$ [16]. This condition is obvious from the fact that for all finite $\omega$,

$$
H(j\omega) + H(-j\omega)^* = H_p(j\omega) - (C_2^T N B_2)(j\omega) + H_p(j\omega)^* - (C_2^T N B_2)(-j\omega)
= H_p(j\omega) + H_p(j\omega)^* \quad (3.4)
$$

For the index-one case, the transfer function matrices are proper, hence regular definitions of passivity apply.

From the definitions of passivity, the strict passivity and strict positive realness, and the above discussion on passivity of descriptor systems, it can be deduced that the condition common to all the definitions involves checking for positive definiteness (or semi-definiteness) of $H(j\omega) + H(-j\omega)^*$. Other side conditions involve (easily verifiable) point conditions that arise due to the behaviour of $H(s)$ at infinity. Since the aforementioned condition is common
to all definitions, and since this must be checked for all \( \omega \), in this thesis, we primarily focus on the condition

\[
H(j\omega) + H(j\omega)^* > 0 \quad \text{for all finite} \quad \omega
\]  

(3.5)

for index-one and index-two descriptor systems in both SISO and MIMO cases. We will also discuss the behaviour of \( H(s) \) at \( j\omega = j\infty \) for each case of study.

The alternative definitions requiring the existence of a positive \( \varepsilon \) such that \( H(s - \varepsilon) \) is positive real will be considered for a special case of strictly proper descriptor systems. We call this property KYP – SPR, as it is a notion of strict positive realness that is consistent with the KYP Lemma for regular systems.

### 3.2.2 Order reduction of LTI descriptor systems

A direct transformation to the Weierstrass canonical form can be numerically unstable and expensive \([17]\), hence alternative methods of simplifying the analysis of descriptor systems will be analysed in this thesis. The following results are useful in reducing the stability problem of a descriptor system to that of a lower-order system. Before stating our results, we assume that all descriptor systems considered in this chapter satisfy the conditions that \( \det(sE - A) \not\equiv 0 \) and that all finite poles of \( \det(sE - A) \) are in the Open Left Half of the Complex Plane (OLHP), respectively.

Our results are based on the full rank decomposition of singular matrices explained below:

A pair of matrices \((X,Y)\) is a decomposition of \( E \in \mathbb{R}^{n \times n} \) if

\[
E = XY^T.
\]  

(3.6)

If, in addition, \( X \) and \( Y \) both have full column rank, we say that \((X,Y)\) is a full rank decomposition of \( E \).

Note that if \((X,Y)\) is a full rank decomposition of \( E \in \mathbb{R}^{n \times n} \) and \( \text{rank}(E) = r \), then, \( X, Y \in \mathbb{R}^{n \times r} \) and \( \text{rank}(X) = \text{rank}(Y) = r \).

**Lemma 5 (Order reduction)** Consider a descriptor system described by (2.3) and suppose that \((X,Y)\) is a decomposition of \( E \), then \( x(\cdot) \) is a solution to system (2.3) if and only if \( z(\cdot) \) is a solution to the descriptor system

\[
\dot{z} = E z, 
\]  

(3.7)

where

\[
E = Y^T A^{-1} X.
\]  

(3.8)
and

\[ z(t) = Y^T x(t) \]  \hspace{1cm} (3.9)

such that \( \mathcal{C}(\tilde{E}, I) = Y^T \mathcal{C}(E, A) = Y^T \mathcal{C} \). Hence, global uniformly exponential stability of the new system (6.10) and the original system (2.3) are equivalent.

**Proof:** Consider any solution \( x(\cdot) \) of the original system (2.3) and let

\[ z(t) = Y^T x(t) \]  \hspace{1cm} (3.10)

and \( XY^T \dot{x} = Ax \). Since \( A \) is invertible, we can multiply both sides of the last equation by \( Y^T A^{-1} \) to obtain

\[ Y^T A^{-1} XY^T \dot{x} = Y^T x \]

that is,

\[ \tilde{E} \dot{z} = z, \]  \hspace{1cm} (3.11)

where \( \tilde{E} = Y^T A^{-1} X \). We now claim that there is a matrix \( T \) such that \( x(t) = T z(t) \) where \( x(t) \) is in the consistency space \( \mathcal{C} \) of \( (E, A) \). Since \( \mathcal{C} \) and the kernel of \( E \) intersect only at zero and the kernel of \( Y^T \) is contained in the kernel of \( E \), it follows that \( \mathcal{C} \) and the kernel of \( Y^T \) intersect only at zero. This implies that the restriction of \( Y^T \) to \( \mathcal{C} \) yields a one-to-one map from \( \mathcal{C} \) onto the subspace \( Y^T \mathcal{C} \). Thus, this map has an inverse map \( T \) from \( Y^T \mathcal{C} \) to \( \mathcal{C} \); hence

\[ x(t) = T z(t). \]  \hspace{1cm} (3.12)

We now show that the consistency space of \( (\tilde{E}, I) \) is \( Y^T \mathcal{C} \). Considering \( k \) sufficiently large, we have

\[ \mathcal{C} = \text{Im}(A^{-1} E)^k, \]

\[ \mathcal{C}(\tilde{E}, I) = \text{Im}(\tilde{E}^k) = \text{Im}(\tilde{E}^{k+1}). \]

Now note that

\[ Y^T (A^{-1} E)^k = Y^T (A^{-1} X Y^T)^k = (Y^T A^{-1} X)^k Y^T = \tilde{E}^k Y^T. \]  \hspace{1cm} (3.13)

Since \( \tilde{E} = Y^T A^{-1} X \), we must have

\[ \text{Im}(\tilde{E}^k) = \text{Im}(\tilde{E}^{k+1}) = \text{Im}(\tilde{E}^k Y^T A^{-1} X) \subset \text{Im}(\tilde{E}^k Y^T) \subset \text{Im}(\tilde{E}^k). \]

This implies that \( \text{Im}(\tilde{E}^k Y^T) = \text{Im}(\tilde{E}^k) = \mathcal{C}(\tilde{E}, I) \). It now follows from (6.18) that \( Y^T \mathcal{C} = Y^T \text{Im}(A^{-1} E)^k \) = \( \text{Im}(\tilde{E}^k Y^T) \). This yields the desired result that \( \mathcal{C}(\tilde{E}, I) = Y^T \mathcal{C} \).

Consider now any continuous solution \( z(\cdot) \) of the new descriptor system (2.3), and let \( x(t) = T z(t) \). We will show that \( x(\cdot) \) is a solution of the original system. Since \( z(t) \) is in
\( Y^T \mathcal{C} \) and \( x(t) = Tz(t) \), and since \( T \) is the inverse of \( Y^T \) restricted to \( \mathcal{C} \), we see that \( x(t) \in \mathcal{C} \) and \( z(t) = Y^T x(t) \). Also

\[
x = Tz = T \dot{z} = TY^T A^{-1} X Y^T \ddot{x} = TY^T A^{-1} E \ddot{x}.
\]

Since \( x \) is in \( \mathcal{C} \), we have \( A^{-1} E x \in \mathcal{C} \); recalling that \( TY^T \) is the identity operator on \( \mathcal{C} \), we obtain that \( TY^T A^{-1} E \ddot{x} = A^{-1} E \ddot{x} \). Thus \( E \ddot{x} = Ax \). \textbf{Q.E.D.}

**Lemma 6 (Stability of the reduced order system)** The descriptor pair \((E, A)\) is stable if and only if the non-zero eigenvalues of \( \tilde{E} \) have negative real parts.

**Proof:** Since \( \det(A) \neq 0 \), the pair \((E, A)\) has no zero eigenvalues.

\[
\lambda E - A = (-1)^n \det[A] \det[I - \lambda A^{-1} XY^T] = (-1)^n \det[A] \det[I - \lambda Y^T A^{-1} X] = (-1)^n \det[A] \det[I - \lambda \tilde{E}] = (-1)^{n-r} \det(A) \det[\lambda \tilde{E} - I].
\]

This gives the result that the eigenvalues of \((E, A)\) and \((\tilde{E}, \tilde{I})\) are the same. Hence the eigenvalues of \((E, A)\) are the inverses of the nonzero eigenvalues of \( \tilde{E} \). Thus, \((E, A)\) is stable if and only if the non-zero eigenvalues of \( \tilde{E} \) have negative real parts. \textbf{Q.E.D.}

And for \( \lambda \neq 0 \),

\[
\det[\lambda I - A^{-1} E] = \det[\lambda I - A^{-1} XY^T] = \lambda^n \det[I - \lambda^{-1} A^{-1} XY^T] = \lambda^n \det[I - \lambda^{-1} Y^T A^{-1} X] = \lambda^n \det[I - \lambda^{-1} \tilde{E}] = \lambda^{n-r} \det[\lambda I - \tilde{E}].
\]

By continuity, the above equation also holds for \( \lambda = 0 \). Thus the eigenvalues of \( A^{-1} E \) consist of \( n - r \) zeros and the eigenvalues of \( \tilde{E} \).

**Lemma 7 (Index of the reduced order system)** The index of the equivalent reduced order system \((\tilde{E}, \tilde{I})\) is \( k^* - 1 \), where \( k^* \) is the index of \((E, A)\).

**Proof:** Recall that the index-\( k^* \) of \((E, A)\) is the smallest integer \( k \) for which

\[
\text{Im}((A^{-1} E)^{k+1}) = \text{Im}((A^{-1} E)^k).
\]

(3.14)

Since \( E \) is singular, \( k^* \geq 1 \). Note that for any \( k \geq 1 \),

\[
(A^{-1} E)^k = (A^{-1} XY^T)^k = A^{-1} X (Y^T A^{-1} X)^{k-1} Y^T = A^{-1} X E^{k-1} Y^T.
\]
Since $Y^T$ has full row rank, it now follows that

$$\text{Im}((A^{-1}E)^k) = A^{-1}X \text{Im}(E^{k-1})$$

(3.15)

Since $A^{-1}X$ is full column rank, it follows that equation (3.14) is equivalent to

$$\text{Im}(E^k) = \text{Im}(E^{k-1});$$

hence the index of $(\tilde{E},I)$ is $k^* - 1$. \textbf{Q.E.D.}

The above lemmas are useful in reducing a descriptor system to an equivalent lower-order system with lower index. If $r < n$, then the new system (6.10) is of order $r$ (number of state variables) and index-$(k^* - 1)$. One can iteratively apply Lemma 5 to achieve further order reduction, provided that there is a decomposition $(\tilde{X},\tilde{Y})$ of $\tilde{E}$ with $\tilde{X},\tilde{Y} \in \mathbb{R}^{\tilde{r} \times \tilde{r}}$ with $\tilde{r} < r$. Since a square matrix always has a full rank decomposition, one can always iteratively reduce a single linear system $(E,A)$ to a \textit{regular system}. The above lemmas also yield the following Corollary.

\textbf{Corollary 1} Assume that $(E,A)$ is a stable index-one descriptor system, and let $(X,Y)$ be a full rank decomposition of $E$. Then, the matrix $Y^T A^{-1} X$ is Hurwitz stable (and consequently invertible).

\textbf{Comment 1} If $E$ is singular, we make the following claim, where the nullity of $E$ is the dimension of the kernel of $E$ and equals $n - r$ with $r = \text{rank}(E)$.

A system is index-one if and only if the number of zero eigenvalues of $A^{-1}E$ equals the nullity of $E$.

To see this, note that the number of zero eigenvalues of $A^{-1}E$ is the algebraic multiplicity of zero as an eigenvalue of $A^{-1}E$, whereas the nullity of $E$ (which equals the nullity of $A^{-1}E$) is the geometric multiplicity of zero as an eigenvalue of $A^{-1}E$. The algebraic and geometric multiplicities are equal if and only if $A^{-1}E$ and $(A^{-1}E)^2$ have the same nullity; this is equivalent to $\text{Im}((A^{-1}E)^2) = \text{Im}(A^{-1}E)$, that is, the system is index one.

In this thesis, we also frequently use the \textit{Matrix Inversion Lemma} as stated below.

\textbf{Lemma 8} For matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{n \times m}$ and $D \in \mathbb{R}^{m \times m}$ we have

$$(A - BD^{-1}C)^{-1} = A^{-1} + A^{-1}B(D - CA^{-1}B)^{-1}CA^{-1}.$$}

In the following, these results will be applied to index-one and index-two descriptor systems separately.
3.3 INDEX-ONE DESCRIPTOR SYSTEMS

The following result will allow us to deduce many properties of descriptor systems in an elementary manner. The evolution follows ideas introduced in [105].

**Theorem 12** Consider the following index-one descriptor transfer function:

\[ H(s) = D + C^T(sE - A)^{-1}B. \]  
(3.16)

Let \( E = XY^T \) be a full rank decomposition of the singular matrix \( E \). Then \( H(s) \) can be written as

\[ H(s) = \tilde{D} + \tilde{C}^T(sI - \tilde{A})^{-1}\tilde{B} \]  
(3.17)

with

\[ \tilde{A} = (Y^TA^{-1}X)^{-1} \]  
(3.18)

\[ \tilde{B} = (Y^TA^{-1}X)^{-1}Y^TA^{-1}B \]  
(3.19)

\[ \tilde{C}^T = C^T A^{-1}X(Y^TA^{-1}X)^{-1} \]  
(3.20)

\[ \tilde{D} = D - C^T A^{-1}B + C^T A^{-1}X(Y^TA^{-1}X)^{-1}Y^TA^{-1}B. \]  
(3.21)

**Proof:** The proof follows by applying the matrix inversion lemma to (3.17) twice. We have.

\[
H(s) = D + C^T(XY^TsA^{-1})^{-1}B \\
= D - C^T \left( A^{-1} + A^{-1}X \left( \frac{1}{s}I - Y^TA^{-1}X \right)^{-1}Y^TA^{-1} \right)B \\
= D - C^T A^{-1}B - C^T A^{-1}X \left( \frac{1}{s}I - Y^TA^{-1}X \right)^{-1}Y^TA^{-1}B
\]

Recall that the matrix \( Y^TA^{-1}X \) is Hurwitz (and invertible) if the descriptor system is index-one. Now apply the matrix inversion lemma again. Thus \( H(s) = D - C^T A^{-1}B + C^T A^{-1}X \left( (Y^TA^{-1}X)^{-1} + (Y^TA^{-1}X)^{-1} \left( sI - Y^TA^{-1}X \right)^{-1} \left( Y^TA^{-1}X \right)^{-1} \right) Y^TA^{-1}B. \) By gathering terms together we have that

\[
H(s) = \tilde{D} + \tilde{C}^T(sI - \tilde{A})^{-1}\tilde{B}.
\]  
(3.22)

Q.E.D.

**Comment 2** Writing \( H(s) \) as a regular transfer function allows spectral methods to be used to check for passivity. These methods involve building pairs of matrices from \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \) for MIMO systems and \( \tilde{A}, \tilde{b}, \tilde{c}, \tilde{d} \) for SISO systems, and checking eigenvalues of their products; see [106] [107] [108].
Recall, we are interested in checking if

$$H(j\omega) + H(j\omega)^* > 0$$

for all real and finite $\omega$. In the case of SISO systems, this typically reduces to checking the non-zero eigenvalues of the matrix product

$$A^{-1}(A^{-1} + A^{-1}b(d - c^TA^{-1}b)^{-1}c^TA^{-1})$$

(3.24)

[107], where $b, c \in \mathbb{R}^n$ and $d \in \mathbb{R}$. In the case of a MIMO system, one obtains a similar condition on the Hamiltonian matrix [108]

$$\begin{bmatrix} -(A^{-1} + A^{-1}BQ^{-1}C^TA^{-1}) & A^{-1}BQ^{-1}B^TA^{-T} \\ -A^{-T}CQ^{-1}C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T \end{bmatrix}$$

with $Q = D - C^TA^{-1}B + D^T - B^TA^{-T}C, B, C \in \mathbb{R}^{n \times m}$ and $D \in \mathbb{R}^{m \times m}$. Applying these results to descriptor systems may appear to be problematic since the matrices appearing in $H(s)$ involve the full rank decomposition $E = XY^T$, which is not unique. We now show that the spectral conditions can be written in a manner that is independent of $X$ and $Y$. We take care of these two cases in the following lemmas.

**Lemma 9** Define the matrices

$$M^{-1} = A^{-1} + A^{-1}b(d - c^TA^{-1}b)^{-1}c^TA^{-1}, \quad (3.25)$$

$$\tilde{M}^{-1} = \tilde{A}^{-1} + \tilde{A}^{-1}\tilde{b}(\tilde{d} - \tilde{c}^T\tilde{A}^{-1}\tilde{b})^{-1}\tilde{c}^T\tilde{A}^{-1}. \quad (3.26)$$

Then all non-zero eigenvalues of the reduced order matrix product $\tilde{A}^{-1}\tilde{M}^{-1}$ coincide with the non-zero eigenvalues of $EA^{-1}EM^{-1}$.

**Proof:** Observing that $\tilde{d} - \tilde{c}^T\tilde{A}^{-1}\tilde{b} = d - c^TA^{-1}b$, we have

$$\tilde{M}^{-1} = \tilde{A}^{-1} + \tilde{A}^{-1}\tilde{b}(\tilde{d} - \tilde{c}^T\tilde{A}^{-1}\tilde{b})^{-1}\tilde{c}^T\tilde{A}^{-1}$$

$$= (Y^TA^{-1}X) + Y^TA^{-1}b(d - c^TA^{-1}b)^{-1}c^TA^{-1}X$$

$$= Y^TM^{-1}X.$$

Hence, $\tilde{A}^{-1}\tilde{M}^{-1} = Y^TA^{-1}XY^TM^{-1}X$. Non-zero eigenvalues of any two matrix products $RS^T$ and $S^TR$ coincide for any two matrices $R$ and $S$ of compatible dimensions [63]. Hence the non-zero eigenvalues of $Y^TA^{-1}XY^TM^{-1}X$ coincide with the non-zero eigenvalues of $XY^TA^{-1}XY^TM^{-1}$. Since $E = XY^T$, we have $XY^TA^{-1}XY^TM^{-1} = EA^{-1}EM^{-1}$. Also note that if $\tilde{A}^{-1}\tilde{M}^{-1}$ has $\eta$ zero eigenvalues, then $EA^{-1}EM^{-1}$ has $n - r + \eta$ zero eigenvalues, where $r = \text{rank}(E)$. Q.E.D.
Lemma 10 Define the matrices
\[
N = \begin{bmatrix}
-(A^{-1} + A^{-1}BQ^{-1}C^TA^{-1}) & A^{-1}BQ^{-1}B^TA^{-T} \\
-A^{-T}CQ^{-1}C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T
\end{bmatrix}
\]
with \(Q = D - C^TA^{-1}B + D^T - B^TA^{-T}C\).

\[
\tilde{N} = \begin{bmatrix}
-(\tilde{A}^{-1} + \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1}) & \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{B}^T\tilde{A}^{-T} \\
-\tilde{A}^{-T}\tilde{C}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1} & (\tilde{A}^{-1} + \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1})^T
\end{bmatrix}
\]
with \(\tilde{Q} = \tilde{D} - \tilde{C}^T\tilde{A}^{-1}\tilde{B} + \tilde{D}^T - \tilde{B}^T\tilde{A}^{-T}\tilde{C}\). Then all non-zero eigenvalues of the reduced-order Hamiltonian matrix \(\tilde{N}\) coincide with the non-zero eigenvalues of the matrix \(\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix}N\).

PROOF: Observing that \(\tilde{Q} = Q\), we have
\[
\tilde{N} = \begin{bmatrix}
-(\tilde{A}^{-1} + \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1}) & \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{B}^T\tilde{A}^{-T} \\
-\tilde{A}^{-T}\tilde{C}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1} & (\tilde{A}^{-1} + \tilde{A}^{-1}\tilde{B}\tilde{Q}^{-1}\tilde{C}^T\tilde{A}^{-1})^T
\end{bmatrix}
= \begin{bmatrix}
y^T & 0 \\
0 & X^T
\end{bmatrix}
\times \begin{bmatrix}
-(A^{-1} + A^{-1}BQ^{-1}C^TA^{-1}) & A^{-1}BQ^{-1}B^TA^{-T} \\
-A^{-T}CQ^{-1}C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T
\end{bmatrix}
\begin{bmatrix} X \\ 0 \end{bmatrix}
= \begin{bmatrix} y^T & 0 \\ 0 & X^T \end{bmatrix}N \begin{bmatrix} X \\ 0 \end{bmatrix}
\]
Hence, the non-zero eigenvalues of \(\tilde{N}\) coincide with the non-zero eigenvalues of \(\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix}N\).

Also note that if \(\tilde{N}\) has \(\eta\) zero eigenvalues, then \(\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix}N\) has \(2n - 2r + \eta\) zero eigenvalues, where \(r = \text{rank}(E)\). Q.E.D.

Based on the observations of the previous section, we now give compact characterisations to check whether \(H(j\omega) + H(j\omega)^* > 0\) for all finite \(\omega\). We begin with SISO systems and then proceed to study MIMO systems.
3.3.1 SISO index-one descriptor systems

Conditions for SISO systems can be obtained by recalling the following easily deduced fact [107].

Consider the SISO transfer function \( H(j\omega) = d + c^T (sI - A)^{-1}b \) with \( A \) a Hurwitz matrix. Then \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if \( d - c^T A^{-1}b > 0 \) and the matrix product \( A^{-1}M^{-1} = A^{-1} \left( A^{-1} + A^{-1}b(d - c^T A^{-1}b)^{-1}c^T A^{-1} \right) \) has no negative eigenvalues. This fact can be deduced from the expression

\[
\Re[H(j\omega)] = \left( d - c^T A^{-1}b \right) \det \left( \frac{1}{\omega^2} + A^{-2} \right)^{-1} \times \det \left[ \frac{1}{\omega^2} A^{-1} \left( A^{-1} + A^{-1}b(d - c^T A^{-1}b)^{-1}c^T A^{-1} \right) \right].
\]

This observation leads to the following result for scalar systems.

**Theorem 13** Consider the scalar stable index-one descriptor transfer function with \( d - c^T A^{-1}b > 0 \),

\[ H(s) = d + c^T (sE - A)^{-1}b. \]

Then \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if \( EA^{-1}EM^{-1} \) has no negative eigenvalues.

**Proof**: From Corollary 1 and Theorem 12, we can observe that \( \hat{A} = (Y^T A^{-1}X)^{-1} \) is Hurwitz. Also, observe that \( \hat{d} - \hat{c}^T \hat{A}^{-1} \hat{b} = d - c^T A^{-1}b \). Now, we can apply Lemma 9 to obtain the desired result. Q.E.D.

**SISO index-one transfer functions at infinity**: The value of transfer function \( H(s) \) at \( s = j\infty \) is given by

\[
H(j\infty) = d - c^T A^{-1}b + c^T A^{-1}X (Y^T A^{-1}X)^{-1} Y^T A^{-1}b
= (d - c^T A^{-1}b) \left[ 1 + (d - c^T A^{-1}b)^{-1}c^T A^{-1}X (Y^T A^{-1}X)^{-1} Y^T A^{-1}b \right]
= (d - c^T A^{-1}b) \det \left[ 1 + Y^T A^{-1}b(d - c^T A^{-1}b)^{-1}c^T A^{-1}X (Y^T A^{-1}X)^{-1} \right]
= (d - c^T A^{-1}b) \det \left[ Y^T A^{-1}X + Y^T A^{-1}b(d - c^T A^{-1}b)^{-1}c^T A^{-1}X \right]
\times \det \left[ (Y^T A^{-1}X)^{-1} \right].
\]

Case 1: When \( H(j\infty) \) is positive.
3.3 INDEX-ONE DESCRIPTOR SYSTEMS

\(H(j\infty)\) is positive if and only if \(d - c^T A^{-1} b > 0\) and
\[\det \left[ Y^T A^{-1}X + Y^T A^{-1} b(d - c^T A^{-1} b)^{-1} c^T A^{-1} X \right]. \det[Y^T A^{-1} X] > 0.\]

This is possible if and only if
\[Y^T A^{-1} X + Y^T A^{-1} b(d - c^T A^{-1} b)^{-1} c^T A^{-1} X Y^T A^{-1} X\]
has no negative real eigenvalues and no zero eigenvalues. This is further equivalent to the condition that
\[X \left( Y^T A^{-1} + Y^T A^{-1} b(d - c^T A^{-1} b)^{-1} c^T A^{-1} X Y^T A^{-1} \right) = EM^{-1} EA^{-1}\]
has no negative real eigenvalues and at most \(n - r\) zero eigenvalues. This leads to an improvement of Theorem 13, and we can state the following.

**Theorem 14** Consider the scalar stable index-one descriptor transfer function with \(d - c^T A^{-1} b > 0\),
\[H(s) = d + c^T (sE - A)^{-1} b.\] (3.29)

Then \(H(j\omega) + H(j\omega)^* > 0\) for all \(\omega\) if and only if \(EA^{-1} EM^{-1}\) has no negative eigenvalues and at most \(n - r\) zero eigenvalues.

**Case 2: When \(H(j\infty)\) is zero.**

When \(H(j\infty) = 0\), the descriptor system transfer function is strictly proper, and hence we obtain conditions for strict positive realness of \(H(s)\). For strict positive realness, we use the definition that there exists an \(\varepsilon > 0\) such that \(H(s - \varepsilon)\) is positive real. In this thesis, we term this definition KYP-SPR.

Recall again the conditions for regular SISO systems to be strictly positive real [107].

Consider the SISO transfer function \(H(j\omega) = c^T (sI - A)^{-1} b\) with \(A\) a Hurwitz matrix.
Then \(H(s)\) is KYP-SPR if and only if \(-c^T A^{-1} b > 0\) and the matrix product \(A^{-1} \left(A^{-1} - A^{-1} b c^T A^{-1} b^{-1} c^T A^{-1}\right)\) has no negative eigenvalues and at most one zero eigenvalue.

**Theorem 15** Consider the scalar stable index-one descriptor transfer function with \(d - c^T A^{-1} b > 0\),
\[H(s) = d + c^T (sE - A)^{-1} b.\] (3.30)

Then \(H(s)\) is KYP-SPR if and only if \(EA^{-1} EM^{-1}\) has no negative eigenvalues and at most \(n - r + 1\) zero eigenvalues.
PROOF: From Theorem 12,

\[ H(0) = \tilde{d} - c^T \tilde{A}^{-1} \tilde{b} = d - c^T A^{-1} b > 0 \quad \text{and} \]
\[ H(j \infty) = \tilde{d} = 0 \]
\[ \Rightarrow d - c^T A^{-1} b + c^T A^{-1} \bar{X} (Y^T A^{-1} X)^{-1} Y^T A^{-1} b = 0 \]
\[ \Rightarrow c^T A^{-1} \bar{X} (Y^T A^{-1} X)^{-1} Y^T A^{-1} b = -(d - c^T A^{-1} b) \]

Also observe that \( \tilde{c}^T \tilde{A}^{-1} \tilde{b} = c^T A^{-1} \bar{X} (Y^T A^{-1} X)^{-1} Y^T A^{-1} b = -(d - c^T A^{-1} b) \), and we can apply Lemma 9 to obtain the desired result. Q.E.D.

3.3.2 MIMO index-one descriptor systems

MIMO systems can be dealt with by recalling the following observation from [106].

Consider the MIMO transfer function \( H(s) = D + C^T (sI - A)^{-1} B \) with \( A \) a Hurwitz matrix, and \( Q = D - C^T A^{-1} B \). Then \( H(j \omega) + H(j \omega)^* > 0 \) for all finite \( \omega \) if and only if \( Q + Q^T > 0 \) and the matrix \( N \) in 2.33 has no eigenvalues on the imaginary axis except at the origin.

This observation leads to the following result for scalar systems.

**Theorem 16** Consider the MIMO stable index-one descriptor transfer function

\[ H(s) = D + C^T (sE - A)^{-1} B \]

with \( Q = D - C^T A^{-1} B \) and \( Q + Q^T > 0 \). Then \( H(j \omega) + H(j \omega)^* > 0 \) for all finite \( \omega \) if and only if

\[
\begin{bmatrix}
E & 0 \\
0 & E^T \\
\end{bmatrix}
\]

has no eigenvalues on the imaginary axis except at the origin.

**PROOF**: The proof follows directly from Lemma 10 and the fact that \( Y^T A^{-1} X \) is a Hurwitz matrix. Q.E.D.

**MIMO index-one transfer functions at infinity**: From Theorem 12, the behaviour of \( H(j \omega) + H(j \omega)^* \) at \( j \omega = j \infty \) can be understood from

\[
\det[H(j \omega) + H(j \omega)^*] = \det[\tilde{Q}] \cdot \det\left[\frac{1}{j \omega} I - \tilde{A}\right] \cdot \det\left[\frac{1}{j \omega} I + \tilde{A}^T\right] \\
\times \det\left[\frac{1}{j \omega} I + \tilde{N}\right], \tag{3.31}
\]

where \( \tilde{Q} = D - \tilde{C}^T \tilde{A}^{-1} B + \tilde{D}^T - \tilde{B}^T \tilde{A}^{-T} \tilde{C} > 0 \).
Case 1: $H(j\infty) + H(j\infty)^*$ is positive definite.

Assume $\tilde{N}$ has no imaginary eigenvalues, then by continuity $H(j\infty) + H(j\infty)^* > 0$ if and only if $\det[H(j\infty) + H(j\infty)^*] \neq 0$. Since $\tilde{A} = (Y^TA^{-1}X)^{-1}$ is Hurwitz,

$$\det[H(j\infty) + H(j\infty)^*] \neq 0 \iff \det[\tilde{N}] \neq 0.$$  

Thus $\tilde{N}$ has no zero eigenvalues, then $\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix} N$ has at most $2n - 2r$ zero eigenvalues. This leads to an improvement of Theorem 16, and we can state that

**Theorem 17** Consider the MIMO stable index-one descriptor transfer function

$$H(s) = D + C^T (sE - A)^{-1}B$$  \hfill (3.32)

with $Q = D - C^T A^{-1}B$ and $Q + Q^T > 0$. $H(j\omega) + H(j\omega)^* > 0$ for all $\omega$ if and only if $\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix} N$ has no eigenvalues on the imaginary axis and at most $2n - 2r$ zero eigenvalues.

Case 2: $H(j\infty) + H(j\infty)^*$ is not positive definite.

When $H(j\infty) + H(j\infty)^* = \tilde{D} + \tilde{D}^T$ is not positive definite, we can obtain conditions for strict positive realness of $H(s)$. Strict positive realness of MIMO transfer functions is based on the additional side condition

$$\lim_{|\omega| \to \infty} \omega^{2\rho} \det[H(j\omega) + H(j\omega)^*] \neq 0. \hfill (3.33)$$

where $\rho$ is the nullity of $\tilde{D} + \tilde{D}^T$. In either case, the above limit is positive. Consider equation (3.31) and observe that $\tilde{Q} > 0$ and $\det \begin{bmatrix} \frac{1}{j\omega} I - \tilde{A} \end{bmatrix}$, $\det \begin{bmatrix} \frac{1}{j\omega} I + \tilde{A}^T \end{bmatrix} \neq 0$ for very large $\omega$. Hence the side condition is equivalent to

$$\lim_{|\omega| \to \infty} \omega^{2\rho} \det \begin{bmatrix} \frac{1}{j\omega} I + \tilde{N} \end{bmatrix} = \lim_{|\omega| \to \infty} (j\omega)^\rho \det \begin{bmatrix} \frac{1}{j\omega} I + \tilde{N} \end{bmatrix} \neq 0.$$  

This condition can be modified as

$$\lim_{|\lambda| \to 0} \frac{1}{(j\lambda)^\rho} \det[j\lambda I + \tilde{N}] \neq 0. \hfill (3.34)$$

Condition (3.34) is equivalent to the condition that $\tilde{N}$ has no imaginary eigenvalues and $\rho$ zero eigenvalues. Thus $H(s)$ is **KYP-SPR** if and only if $\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix} N$ has no eigenvalues on the imaginary axis and at most $2n - 2r + \rho$ zero eigenvalues.
3.4 INDEX-TWO DESCRIPTOR SYSTEMS AND HIGHER

In this section, we consider index-two descriptor system transfer functions. Note that higher-index descriptor systems are not of interest to us since they cannot be strictly positive real [16]. If \((E, A)\) is index-two descriptor system pair and \((X, Y)\) is a full rank decomposition of the singular matrix \(E\), then, from Lemma 7, \(Y^T A^{-1} X\) is a singular matrix and \((Y^T A^{-1} X, I)\) is an index-one pair. Now we assume that \((M, N)\) is a full rank decomposition of \(Y^T A^{-1} X\), thus \((N^T M, I)\) is an index-0 descriptor system pair. Again, we focus on the condition that

\[ H(j \omega) + H(j \omega)^* > 0 \]

for all finite and real \(\omega\). The behaviour of index-two transfer functions at \(\omega = \infty\) can be understood from the sign of the residues calculated for poles at infinity. Several methods have been proposed in the literature to calculate the residues and check for their signs [17], [16]. Hence we do not focus on these conditions.

**Lemma 11** Given an index-two descriptor system transfer function \(H(s) = D + C^T (sE - A)^{-1} B\), it can be written as

\[
H(s) = D - C^T A^{-1} B - s(C^T A^{-1} E A^{-1} B) - s(C^T A^{-1} X X_1) \left( \frac{1}{sI - Y_1^T X_1} \right)^{-1} Y_1^T Y^T A^{-1} B, \tag{3.35}
\]

and the proper part of \(H(s)\) can be expressed as

\[
H_p(s) = D_p + C_p^T \left( \frac{1}{sI - A_p} \right)^{-1} B_p, \tag{3.36}
\]

such that \(E = XY^T\) and \(Y^T A^{-1} X = X_1 Y_1^T\) are full rank decompositions of \(E\) and \(Y^T A^{-1} X\), respectively, and

\[
A_p = Y_1^T X_1, \quad B_p = (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B, \\
C_p^T = -C^T A^{-1} X X_1, \quad D_p = D - C^T A^{-1} B.
\]

**Proof:** The proof follows by dual application of the matrix inversion lemma to the transfer function \(H(s) = D + C^T (sE - A)^{-1} B\). From Theorem 12 we have

\[
H(s) = D - C^T A^{-1} B - C^T A^{-1} X \left( \frac{1}{sI - Y^T A^{-1} X} \right)^{-1} Y^T A^{-1} B
\]

Since the matrix \(Y^T A^{-1} X\) is singular and \(Y^T A^{-1} X = X_1 Y_1^T\), we obtain

\[
H(s) = D - C^T A^{-1} B - s(C^T A^{-1} X) (I - sX_1 Y_1^T)^{-1} Y^T A^{-1} B.
\]
Now, we apply the matrix inversion lemma again and use $E = XY^T$. Thus,

$$H(s) = D - C^T A^{-1} B - s(C^T A^{-1} E A^{-1} B)$$

$$= -s(C^T A^{-1} XX_1) \left( \frac{1}{s} I - Y_1^T X_1 \right)^{-1} Y_1^T Y^T A^{-1} B.$$

From equation (3.35), we can observe that the transfer function of an index-two descriptor system has a simple pole at $s = \infty$. From equation (3.35), the residue of the pole at infinity can be easily calculated as

$$K_\infty = \lim_{j\omega \to \infty} \frac{1}{j\omega} H(j\omega)$$

$$= -C^T A^{-1} E A^{-1} B + C^T A^{-1} XX_1 (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B.$$

Hence, the transfer function $H(s)$ of an index-two descriptor system can be decoupled into a proper transfer function $H_p(s)$ and the improper part $sK_\infty$ given by

$$H(s) = H_p(s) + sK_\infty.$$

Then $H_p(s)$ can be calculated as shown below

$$H_p(s) = H(s) - sK_\infty$$

$$= D - C^T A^{-1} B - s(C^T A^{-1} XX_1) \left( \frac{1}{s} I - Y_1^T X_1 \right)^{-1} Y_1^T Y^T A^{-1} B$$

$$-s(C^T A^{-1} XX_1) (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B$$

$$= D - C^T A^{-1} B$$

$$-s(C^T A^{-1} XX_1) \left( \frac{1}{s} I - Y_1^T X_1 \right)^{-1} (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B$$

$$= D - C^T A^{-1} B - (C^T A^{-1} XX_1) \left( \frac{1}{s} I - Y_1^T X_1 \right)^{-1} (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B.$$

Thus the proper part of an index-two descriptor system can be expressed as

$$H_p(s) = D_p + C_p \left( \frac{1}{s} I - A_p \right)^{-1} B_p,$$

where

$$A_p = Y_1^T X_1, \quad B_p = (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} B,$$

$$C_p = -C^T A^{-1} XX_1, \quad D_p = D - C^T A^{-1} B.$$ Q.E.D.

The following Lemmas illustrate spectral equivalences similar to earlier sections.
**Lemma 12** Define the matrices

\[
M = (A - bd^{-1}c^T), \quad (3.37)
\]
\[
M_p = (A_p - b_p d_p^{-1} c_p^T). \quad (3.38)
\]

Then all non-zero eigenvalues of the reduced order matrix product \(A_pM_p\) coincide with the non-zero eigenvalues of \(EM^{-1}EA^{-1}\).

**Proof**: Consider

\[
A_pM_p = A_p(A_p - b_p d_p^{-1} c_p^T)
\]
\[
= Y_1^T X_1 (Y_1^T X_1 + (Y_1^T X_1)^{-1} Y_1^T Y^T A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1} X_1)
\]
\[
= ((Y_1^T X_1)^2 + Y_1^T Y^T A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1} X_1)
\]
\[
= Y_1^T (X_1 Y_1^T + Y^T A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1} X_1) X_1.
\]

Non-zero eigenvalues of any two matrix products \(RS^T\) and \(S^T R\) coincide for any two matrices \(R\) and \(S\) of compatible dimensions [63]. Hence the non-zero eigenvalues of \(A_pM_p\) coincide with the non-zero eigenvalues of

\[
(X X_1 Y_1^T + Y^T A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1} X_1) Y_1^T A^{-1} X.
\]

Further eigenvalues of \(M_p\) coincide with the non-zero eigenvalues of

\[
(X Y^T (A^{-1} + A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1}) ) Y^T A^{-1}
\]
\[
= E (A^{-1} + A^{-1} b (d - c^T A^{-1} b)^{-1} c^T A^{-1}) EA^{-1}
\]
\[
= E (A - bd - c^T A^{-1})^{-1} EA^{-1}.
\]

It can observed that if \(A_pM_p\) has \(\eta\) number of zero eigenvalues, then \(EM^{-1}EA^{-1}\) has \((n - r) + (r - q) + \eta = n - q + \eta\) number of zero eigenvalues, where \(n\) is dimension of matrix \(E\), \(r\) is the rank of matrix \(E\) and \(q\) is the number of finite eigenvalues of \((E,A)\). Q.E.D.

**Lemma 13** Define the matrices

\[
\bar{N} = \begin{bmatrix} -A^{-1} + A^{-1} B Q^{-1} C^T A^{-1} & -A^{-1} B Q^{-1} B^T A^{-1} \\ A^{-1} C Q^{-1} C^T A^{-1} & (A^{-1} + A^{-1} B Q^{-1} C A^{-1})^{-1} \end{bmatrix}
\]

with \(Q = D - C^T A^{-1} B + D^T - B^T A^{-1} C\).

\[
N_p = \begin{bmatrix} -A_p + B_p Q_p^{-1} C_p^T & -B_p Q_p^{-1} B_p^T \\ C_p Q_p^{-1} C_p^T & (A_p - B_p Q_p^{-1} C_p)\end{bmatrix}
\]

with \(Q_p = D_p + D_p^T\). Then all non-zero eigenvalues of the reduced-order Hamiltonian matrix \(N_p\) coincide with the non-zero eigenvalues of the matrix \([E \quad 0] \begin{bmatrix} \bar{N} \end{bmatrix}\).
Proof: As $Q = Q_p$, we have
\[
N_p = \begin{bmatrix}
-A_p + B_pQ^{-1}C^T_p & -B_pQ^{-1}B^T_p \\
C_pQ^{-1}C^T_p & (A_p - B_pQ^{-1}C^T_p)^T
\end{bmatrix}
\]
\[
= \begin{bmatrix}
-Y^T X_1 - (Y^T X_1)^{-1}Y^T Y^T A^{-1}BQ^{-1}C^T A^{-1}X X_1 & -(Y^T X_1)^{-1}Y^T Y^T A^{-1}BQ^{-1}B^T A^{-1}Y Y_1 (Y^T X_1)^{-T} \\
X^T A^{-T}CQ^{-1}C^T A^{-1}X X_1 & (Y^T X_1)^T + X^T A^{-T}CQ^{-1}B^T A^{-1}Y Y_1 (Y^T X_1)^{-T}
\end{bmatrix}
\]
\[
= \begin{bmatrix}
(Y^T X_1)^{-1}Y^T & 0 \\
0 & X^T
\end{bmatrix}
\]
\[
\times \begin{bmatrix}
-Y^T A^{-1}X - Y^T A^{-1}BQ^{-1}C^T A^{-1}X & -Y^T A^{-1}BQ^{-1}B^T A^{-1}Y \\
X^T A^{-T}CQ^{-1}C^T A^{-1}X & (Y^T A^{-1}X + Y^T A^{-1}BQ^{-1}C^T A^{-1}X)^T
\end{bmatrix}
\]
\[
\times \begin{bmatrix}
X^T (Y^T X_1)^{-1}Y^T & 0 \\
0 & Y^T (Y^T X_1)^{-T} X^T
\end{bmatrix}
\]

The non-zero eigenvalues of $N_p$ coincide with the non-zero eigenvalues of
\[
\begin{bmatrix}
-Y^T A^{-1}X - Y^T A^{-1}BQ^{-1}C^T A^{-1}X & -Y^T A^{-1}BQ^{-1}B^T A^{-1}Y \\
X^T A^{-T}CQ^{-1}C^T A^{-1}X & (Y^T A^{-1}X + Y^T A^{-1}BQ^{-1}C^T A^{-1}X)^T
\end{bmatrix}
\]

with an additional $2r - 2q$ zero eigenvalues.

We briefly digress here to show that given a square matrix $J \in \mathbb{R}^{r \times r}$ with $r - q$ zero eigenvalues and $R, S \in \mathbb{R}^{r \times q}$ such that rank$(R) = $ rank$(S) = q$, the non zero eigenvalues of $J$ and $JR(S^T R)^{-1}S^T$ coincide. To see this, consider

\[
\text{det}[\lambda I - JR(S^T R)^{-1}S^T] = \lambda^r \text{det}[I - \frac{1}{\lambda} JR(S^T R)^{-1}S^T]
\]

\[
= \lambda^r \text{det}[I - \frac{1}{\lambda} (S^T R)^{-1}S^T JR]
\]

\[
= \lambda^{r-q} \text{det}[\lambda S^T R - S^T JR]. \text{det}[(S^T R)^{-1}].
\]

Hence, non-zero eigenvalues of $JR(S^T R)^{-1}S^T$ are given by $\text{det}[\lambda S^T R - S^T JR] = 0$. For $\text{det}[\lambda S^T R - S^T JR] = 0$, there exist $q$ non-zero scalars $\lambda_i$ and non-zero vectors $x_i$ for $i = 1, \ldots, q$ such that

\[
S^T JR x_i = \lambda_i S^T R x_i.
\]

Let $y_i = R x_i$, then

\[
S^T J y_i = \lambda_i S^T y_i \Rightarrow S^T (J y_i - \lambda_i y_i) = 0.
\]
Thus \( y_i - \lambda_i y_i \) is in the nullspace of \( S^T \) and \( y_i = Rx_i \Rightarrow y_i - \lambda_i y_i \) is in the image space of \( R \). The nullspace of \( S^T \) and the image of \( R \) coincide only at origin. Hence we have \( y_i = \lambda_i y_i \) for \( i = 1, \ldots, q \).

From the above discussion we can conclude that the non-zero eigenvalues of \( N_p \) coincide with the non-zero eigenvalues of

\[
\begin{bmatrix}
-Y^T A^{-1}X - Y^T A^{-1}BQ^{-1}C^TA^{-1}X & -Y^T A^{-1}BQ^{-1}B^TA^{-1}Y \\
X^T A^{-T} CQ^{-1} C^TA^{-1}X & (Y^T A^{-1}X + Y^T A^{-1}BQ^{-1}C^TA^{-1}X)^T
\end{bmatrix}
\]

\[
= \begin{bmatrix} Y^T & 0 \\ 0 & X^T \end{bmatrix} \begin{bmatrix} -A^{-1} + A^{-1}BQ^{-1}C^TA^{-1} & A^{-1}BQ^{-1}B^TA^{-1} \\ -A^{-T} CQ^{-1} C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T \end{bmatrix} \begin{bmatrix} X \\ 0 \\ 0 \\ Y \end{bmatrix}
\]

\[
= \begin{bmatrix} Y^T & 0 \\ 0 & X^T \end{bmatrix} \tilde{N} \begin{bmatrix} X \\ 0 \\ 0 \\ Y \end{bmatrix}.
\]

Hence, the non-zero eigenvalues of \( N_p \) coincide with the non-zero eigenvalues of

\[
\begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix} \begin{bmatrix} Y^T & 0 \\ 0 & X^T \end{bmatrix} \tilde{N} = \begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix} \tilde{N}.
\]

It can observed that if \( N_p \) has \( 2\eta \) zero eigenvalues, then \( \begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix} \tilde{N} \) has

\[(2n - 2r) + (2r - 2q) + 2\eta = 2n - 2q + 2\eta \] zero eigenvalues, where \( n \) is the dimension of the matrix \( E \), \( r \) is the rank of the matrix \( E \) and \( q \) is the number of finite eigenvalues of \((E, A)\). \textbf{Q.E.D.}

### 3.4.1 SISO index-two descriptor systems

Conditions for SISO index-two descriptor systems can be obtained by recalling the fact that

\[
H(j\omega) + H(j\omega)^* = H_p(j\omega) + H_p(j\omega)^*.
\]

This observation leads to the following result.

**Theorem 18** Consider the scalar stable index-two descriptor transfer function with \( d - c^TA^{-1}b > 0 \),

\[
H(s) = d + c^T(sE - A)^{-1}b.
\]

\( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if \( EA^{-1}EM^{-1} \) has no negative eigenvalues.
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3.4.2 MIMO index-two descriptor systems

Passivity tests for MIMO systems can be deduced in a similar way using Lemma 13, however, we provide an alternate proof.

**Theorem 19** Consider a stable index-two descriptor system \( H(s) = D + C^T (sE - A)^{-1}B \).

\( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if:

1. \( Q = D + D^T - C^T A^{-1}B - B^T A^{-T}C > 0 \) and
2. the matrix

\[
\begin{pmatrix}
-(A^{-1} + A^{-1}BQ^{-1}C^T A^{-1}) & -A^{-1}BQ^{-1}B^TA^{-T} \\
A^{-T}CQ^{-1}C^T A^{-1} & (A^{-1} + A^{-1}BQ^{-1}CA^{-1})^T
\end{pmatrix}
\begin{bmatrix}
E & 0 \\
0 & E^T
\end{bmatrix}
\]

(3.39)

has no eigenvalues on the imaginary axis except at the origin.

**Proof:** (i) Since \( H(j\omega) + H(j\omega)^* > 0 \), we have that \( Q = H(0) + H(0)^* > 0 \) is positive definite. Conversely, suppose now that \( Q \) is not positive definite. Then, \( H(0) + H(0)^* \) cannot be positive definite.

(ii) Suppose now that \( Q > 0 \). We have

\[
H(j\omega) = D - C^T A^{-1}B - C^T A^{-1}X \left( \frac{1}{j\omega} I - Y^T A^{-1}X \right)^{-1} Y^T A^{-1}B \\
= \tilde{D} + \tilde{C}^T \left( \frac{1}{j\omega} I - \tilde{A} \right)^{-1} \tilde{B},
\]

where \( \tilde{A} = Y^T A^{-1}X, \tilde{B} = Y^T A^{-1}B, \tilde{C}^T = -C^T A^{-1}X, \tilde{D} = D - C^T A^{-1}B, \) and this transfer function is defined everywhere except at \( j\omega = j\infty \). This follows from the fact that the descriptor system is stable, and consequently \( \tilde{A} = Y^T A^{-1}X \) has eigenvalues in the open left half plane and at 0. Now we follow [106]. We wish to check that \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \in \mathbb{R} \). Recall that (i) is assumed to hold. Then, the following transfer function is well defined for \( \omega \neq 0 \)

\[
H \left( \frac{1}{j\omega} \right) = D + \tilde{C}^T (j\omega I - \tilde{A})^{-1} \tilde{B}.
\]
and
\[
H \left( \frac{1}{j\omega} \right) + H \left( \frac{1}{j\omega} \right)^* = D + C^T (j\omega I - \bar{\Lambda})^{-1} B + D^T - B^T (j\omega I + \bar{\Lambda}^T)^{-1} \bar{\Lambda}.
\]
Recall that (i) ensures that \( Q = D + D^T > 0 \). Thus \( H(j\omega) + H(j\omega)^* \) is positive definite at \( j\omega = 0 \).

It also follows that the matrix \( Q \) is invertible. Thus, using a continuity argument, \( H(j\omega) + H(j\omega)^* \) can only become negative definite or indefinite for finite \( \omega \) if there exists a finite \( \omega_0 \neq 0 \) such that \( \delta (\frac{1}{\omega_0}) = \det \left[ H \left( \frac{1}{\omega_0} \right) + H \left( \frac{1}{j\omega_0} \right)^* \right] = 0 \). Thus we have \( \delta (\frac{1}{\omega_0}) = 0 \). Thus we have
\[
\det(Q) \cdot \det \left[ I + (j\omega_0 I - \bar{\Lambda})^{-1} \begin{bmatrix} (j\omega_0 I - \bar{\Lambda})^{-1} & 0 \\ 0 & (j\omega_0 I + \bar{\Lambda}^T)^{-1} \end{bmatrix} \begin{bmatrix} \bar{\Lambda} & C \end{bmatrix} \right] = \det(Q) \cdot \det \left[ (j\omega_0 I - \bar{\Lambda})^{-1} \right] \cdot \det \left[ (j\omega_0 I + \bar{\Lambda}^T)^{-1} \right].
\]
Since \( \bar{\Lambda} \) has no eigenvalues on the imaginary axis, except at the origin, and \( Q \) is non-singular, the non-existence of a finite \( \omega_0 \neq 0 \) such that \( \delta (\frac{1}{\omega_0}) = 0 \) is equivalent to the condition that the matrix
\[
N = \begin{bmatrix} -\bar{\Lambda} + \bar{\Lambda}^T & \bar{\Lambda}^T \\ \bar{\Lambda} & -\bar{\Lambda}^T \end{bmatrix}
\] has no non-zero eigenvalues on the imaginary axis. Note:
\[
N = \begin{bmatrix} -Y^T A^{-1} X - Y^T A^{-1} B Q^{-1} C^T A^{-1} X & -Y^T A^{-1} B Q^{-1} B^T A^{-1} Y \\ X^T A^{-1} C Q^{-1} C^T A^{-1} X & (Y^T A^{-1} X + Y^T A^{-1} B Q^{-1} C^T A^{-1} X)^T \end{bmatrix}.
\]
This matrix can be written as
\[
N = \begin{bmatrix} Y^T & 0 \\ 0 & X^T \end{bmatrix} \begin{bmatrix} -(A^{-1} + A^{-1} B Q^{-1} C^T A^{-1}) & -A^{-1} B Q^{-1} B^T A^{-1} \\ A^{-1} C Q^{-1} C^T A^{-1} & (A^{-1} + A^{-1} B Q^{-1} C^T A^{-1})^T \end{bmatrix} \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix}.
\]
Finally, we use the fact that the non-zero eigenvalues of this matrix coincide with the matrix
\[
\begin{bmatrix} -(A^{-1} + A^{-1} B Q^{-1} C^T A^{-1}) & -A^{-1} B Q^{-1} B^T A^{-1} \\ A^{-1} C Q^{-1} C^T A^{-1} & (A^{-1} + A^{-1} B Q^{-1} C^T A^{-1})^T \end{bmatrix} \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix} \begin{bmatrix} Y^T & 0 \\ 0 & X^T \end{bmatrix}.
\]
Thus the condition becomes that the matrix
\[
\begin{bmatrix} -(A^{-1} + A^{-1} B Q^{-1} C^T A^{-1}) & -A^{-1} B Q^{-1} B^T A^{-1} \\ A^{-1} C Q^{-1} C^T A^{-1} & (A^{-1} + A^{-1} B Q^{-1} C^T A^{-1})^T \end{bmatrix} \begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix}
\] has no eigenvalues on the imaginary axis except at the origin. \textbf{Q.E.D.}
3.5 SUMMARY

Finally, we summarize all the results in this chapter through the following corollary. Observe that, testing for \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) does not require a priori knowledge of index of the descriptor system.

**Corollary 2** Consider a stable SISO descriptor transfer function

\[
H(s) = d + c^T(sE - A)^{-1}b.
\]

Then \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if

(i) \( d - c^T A^{-1}b > 0 \) and

(ii) \( EA^{-1}EM^{-1} \) has no negative eigenvalues.

For a stable MIMO descriptor system

\[
H(s) = D + C^T(sE - A)^{-1}B.
\]

Then \( H(j\omega) + H(j\omega)^* > 0 \) for all finite \( \omega \) if and only if:

(i) \( Q = D + D^T - C^T A^{-1}B - B^T A^{-T}C > 0 \) and

(ii) \[
\begin{bmatrix}
E & 0 \\
0 & E^T
\end{bmatrix}
\]

\( N \) has no eigenvalues on the imaginary axis except at the origin.

3.6 EXAMPLES

To illustrate our results, we consider a simple SISO index-two descriptor system of the form (3.1), where

\[
E = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad A = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad b = \begin{bmatrix}
1 \\
1 \\
0 \\
1
\end{bmatrix}, \quad c = \begin{bmatrix}
1 \\
0 \\
0 \\
1
\end{bmatrix}
\]

and \( d = -1 \). Then \( H(s) = d + c^T(sE - A)^{-1}b \) is an improper transfer function given by

\[
H(s) = \frac{-s^3 - 4s^2 - 3s + 1}{s^2 + 3s + 2}.
\]

It can be verified that \( d - c^T A^{-1}B = 0.5 > 0 \) and \( \text{eig}(EA^{-1}EM^{-1}) = \{-1.3660, 0.3660, 0.0\} \).
The negative real eigenvalues of $EA^{-1}EM^{-1}$ give the zero crossing frequencies $\frac{1}{\omega_0} = 1.3660$ for $\Re \left[ H \left( \frac{1}{j\omega} \right) \right]$. Thus, the zero crossing frequencies for $\Re [H(j\omega)]$ are $\omega_0 = \pm 0.8556$.

We can also test for passivity by calculating the eigenvalues of the matrix

\[
\begin{bmatrix}
-(A^{-1} + A^{-1}BQ^{-1}C^TA^{-1}) & -A^{-1}BQ^{-1}B^TA^{-T} \\
A^{-T}CQ^{-1}C^TA^{-1} & (A^{-1} + A^{-1}BQ^{-1}C^TA^{-1})^T
\end{bmatrix}
\begin{bmatrix} E & 0 \\ 0 & E^T \end{bmatrix}
\]

given by $\{0, 0, 1.1687j, -1.1687j, 0.6050, 0, -0.6050, 0\}$. The imaginary eigenvalues of this matrix give the zero crossing frequencies $\frac{1}{\omega_0} = \pm 1.1687$ for $\det\left[ H \left( \frac{1}{j\omega} \right) + H \left( \frac{1}{j\omega^*} \right) \right]$. Thus, the zero crossing frequencies for $\det [H(j\omega) + H(j\omega)^*]$ are $\omega_0 = \pm 0.8556$. These frequency values can be confirmed by plotting the real part of $H(j\omega)$ w.r.t. $\omega$ as shown in Figure 16.

![Figure 6: Plot showing the real part of $H(j\omega)$ w.r.t. $\omega$](image_url)

### 3.7 Conclusions

In this chapter, we considered passivity of SISO and MIMO descriptor systems and obtain easy to check spectral conditions to test for passivity. These conditions do not require the initial knowledge of the index of the descriptor system, and they also provide algebraic conditions to determine the frequency bands for which passivity might be lost.
MIXED PROPERTY

In this chapter, we derive stability results using classical Nyquist arguments for large-scale interconnections of “mixed” LTI systems. We compare our results with Moylan and Hill [15]. Our results indicate that, if one relaxes assumptions on the subsystems in an interconnection from assumptions of passivity or small gain to assumptions of “mixedness,” then the Moylan- and Hill-like conditions on the interconnection matrix become more stringent.

4.1 INTRODUCTION

In this chapter, we provide a proof of the stability result concerning simple feedback-loops consisting of two LTI “mixed” systems due to Griggs, Anderson and Lanzon [38, 39]. We do so by applying classical Nyquist stability techniques (see Section 4.3). Our reasons for doing so are twofold. First, we correct an error in Theorems 1 and 6 of [38] and [39], respectively. In these, the system output signals were assumed to be bounded a priori. Secondly and importantly, the result paves the way to obtaining new sufficient conditions for the stability of large-scale interconnections of “mixed” systems, which we derive in Section 9.4.2. Our large-scale interconnection results indicate that, as one relaxes the assumptions on the transfer function matrices of the systems, e.g. from assumptions of passivity to assumptions of “mixedness,” the Moylan- and Hill-like conditions on the interconnection matrix [15] become more severe.

Finally, we derive a necessary and sufficient condition (test) for determining whether or not a MIMO LTI descriptor system is “mixed”. The procedure involves the computation of two Hamiltonian matrices, one associated with any potentially passive aspects of the system and the other associated with the notion of small gain. The examination of the spectral characteristics of these Hamiltonian matrices, which are constructed from state-space matrices \( E, A, B, C, D \), leads to the elimination of an element of frequency dependency from the test.

4.2 PRELIMINARY RESULTS

We will also require the following preliminary results.
Lemma 14 Suppose that $H_1 \in R.L_\infty$ and $H_2 \in R.L_\infty$. Suppose further that, at some $\omega \in R \cup \{\pm \infty\}$, $H_1^*(j\omega) + H_1(j\omega) > 0$ and $H_2^*(j\omega) + H_2(j\omega) \geq 0$. Then

$$\det[I + H_1(j\omega)H_2(j\omega)] \neq 0.$$ 

Proof: Since $H_1^*(j\omega) + H_1(j\omega) > 0$, $Re[\lambda_i[H_1(j\omega)]] > 0 \forall i$ (where $\lambda_i[\cdot]$ denotes the $i$th eigenvalue) and so $H_1(j\omega)$ is nonsingular. Then

$$H_1^*(j\omega)(H_1^{-1}(j\omega) + H_1^{-1}(j\omega))H_1(j\omega) > 0$$

and observing the congruency, we can write

$$H_1^{-1}(j\omega) + H_1^{-1}(j\omega) > 0.$$ 

Then $H_1^{-1}(j\omega) + H_2(j\omega) > 0$ and consequently $Re[\lambda_i[H_1^{-1}(j\omega) + H_2(j\omega)]] > 0 \forall i$. Hence $\det[H_1^{-1}(j\omega) + H_2(j\omega)] \neq 0$ further implying $\det[I + H_1(j\omega)H_2(j\omega)] \neq 0$. Q.E.D.

Letting $H_1 = I$ and setting $H := H_2$ in the above Lemma statement, gives the following corollary.

Corollary 3 Suppose that $H \in R.L_\infty$ and that, at some $\omega \in R \cup \{\pm \infty\}$, $H^*(j\omega) + H(j\omega) \geq 0$. Then $\det[I + H(j\omega)] \neq 0$.

Versions of the next corollary can be found in [109, Lemma 7 of Section VI.10] and [101, Theorem 2.3.4].

Corollary 4 Suppose that $H \in R.L_\infty$ and that, at some $\omega \in R \cup \{\pm \infty\}$, $H^*(j\omega) + H(j\omega) \geq 0$. Let $S(j\omega) := (H(j\omega) - I)(I + H(j\omega))^{-1}$. Then $-S^*(j\omega)S(j\omega) + I \geq 0$.

Proof: From Corollary 3, $\det[I + H(j\omega)] \neq 0$. Then

$$2(I + H(j\omega))^{-1}[(I + H(j\omega))^*(I + H(j\omega)) - (H(j\omega) - I)^*(H(j\omega) - I)]$$

$$= (I + H(j\omega))^{-1}(I + H(j\omega)) - (H(j\omega) - I)^*(H(j\omega) - I)$$

$$= I - (I + H(j\omega))^{-1}(H(j\omega) - I)^*(H(j\omega) - I)(I + H(j\omega))^{-1}$$

$$= I - S^*(j\omega)S(j\omega).$$

Since $H^*(j\omega) + H(j\omega)$ and $I - S^*(j\omega)S(j\omega)$ are Hermitian-congruent, $-S^*(j\omega)S(j\omega) + I \geq 0$. Q.E.D.

An extension to Lemma 14 is given below.
Lemma 15 Suppose that $H_1 \in \mathcal{RL}_\infty$ and $H_2 \in \mathcal{RL}_\infty$. Suppose further that, at some $\omega \in \mathbb{R} \cup \{\pm \infty\}$, $H_1^*(j\omega) + H_1(j\omega) > H_1^*(j\omega)KH_1(j\omega)$ and $H_2^*(j\omega) + H_2(j\omega) \geq -K$, where $K \geq 0$ is a constant, symmetric matrix with entries in $\mathbb{R}$. Then $\det[I + \frac{1}{K}H_1(j\omega)H_2(j\omega)] \neq 0$ for any $\kappa \geq 1$.

Proof: Since $H_1^*(j\omega) + H_1(j\omega) > H_1^*(j\omega)KH_1(j\omega)$, $H_1^*(j\omega) + H_1(j\omega) > 0$ and so $\mathbb{R}[\lambda_i[H_1(j\omega)]] > 0 \forall i$. Then $H_1(j\omega)$ is nonsingular and hence

$$H_1^{-1}(j\omega) + H_1^{-1}(j\omega) > K$$

$$\Rightarrow \kappa(H_1^{-1}(j\omega) + H_1^{-1}(j\omega)) > K \quad \forall \kappa \geq 1$$

Adding $H_2^*(j\omega) + H_2(j\omega) \geq -K$ to the above inequality, we have

$$\kappa(H_1^{-1}(j\omega) + H_2^{-1}(j\omega) + H_2(j\omega) + H_1^{-1}(j\omega)) > 0 \quad \forall \kappa \geq 1.$$ 

Hence $\mathbb{R}[\lambda_i[kH_1^{-1}(j\omega) + H_2^*(j\omega) + H_2(j\omega) + H_1^{-1}(j\omega)]] > 0 \forall i$ and so $\det[kH_1^{-1}(j\omega) + H_2(j\omega)] \neq 0$ further resulting in $\det[I + \frac{1}{K}H_1(j\omega)H_2(j\omega)] \neq 0$.

Lastly, since our aim is to deduce the stability of interconnections of “mixed” systems using arguments based on classical Nyquist techniques, we state a MIMO version of the Nyquist stability theorem.

Theorem 20 [110, Theorem 5.8] [111, Remark 4 of Section 4.9.2] Consider the feedback interconnection of systems depicted in Figure 7. Suppose that $H_1 \in \mathcal{RH}_\infty$, $H_2 \in \mathcal{RH}_\infty$ and that the system interconnection is well-posed. Then the feedback-loop is stable if and only if the Nyquist plot of $\det[I + H_1(j\omega)H_2(j\omega)]$ for $-\infty \leq \omega \leq \infty$ does not make any encirclements of the origin.

In the above theorem, well-posedness and stability are defined in the sense of [110, Sections 5.2 and 5.3]. Note, also, the following observations concerning the Nyquist plot of $\det[I + H_1(j\omega)H_2(j\omega)]$.

**Observation 1** The Nyquist plot of $\det[I + H_1(j\omega)H_2(j\omega)]$ belongs to a family of Nyquist plots of $\det[I + \frac{1}{K}H_1(j\omega)H_2(j\omega)]$, where $K \in [1, \infty)$.
Observation 2 Each Nyquist plot of \( \det[I + \frac{1}{\kappa}H_1(j\omega)H_2(j\omega)] \) is symmetrical about the real axis of the complex plane, where \( \kappa \in [1, \infty) \).

Observation 3 As \( \kappa \) and \( \omega \) vary continuously, the point in the complex plane on which the Nyquist plot of \( \det[I + \frac{1}{\kappa}H_1(j\omega)H_2(j\omega)] \) lies varies continuously.

Observation 4 As \( \kappa \to \infty \), \( \det[I + \frac{1}{\kappa}H_1(j\omega)H_2(j\omega)] \to 1 \).

Observation 5 Suppose that \( \kappa \) is very large such that \( \det[I + \frac{1}{\kappa}H_1(j\omega)H_2(j\omega)] \) is almost equal to 1 for all \( \omega \in \mathbb{R} \cup \{\pm \infty\} \), further suppose that \( \kappa \) is continuously decreasing towards 1. Suppose that the Nyquist plot of \( \det[I + H_1(j\omega)H_2(j\omega)] \) encircles the origin at least once. Then there must exist at least one \( \kappa_0 \) and one \( \omega_0 \) for which \( \det[I + \frac{1}{\kappa_0}H_1(j\omega_0)H_2(j\omega_0)] = 0 \).

Thus, a sufficient condition for the Nyquist plot of \( \det[I + H_1(j\omega)H_2(j\omega)] \) to make no encirclements of the origin is that, for all \( \kappa \in [1, \infty) \) and all \( \omega \in \mathbb{R} \cup \{\pm \infty\} \), \( \det[I + \frac{1}{\kappa}H_1(j\omega)H_2(j\omega)] \neq 0 \). Subsequently, we present scenarios in which this sufficient condition is satisfied and thus the stability of the feedback-loop is guaranteed.

4.3 Simple Feedback-loop

Now we provide the correct proof of the stability result on simple negative feedback interconnections of systems with “mixed” small gain and passivity properties due to Griggs, Anderson and Lanzon [38, 39]. We use the Nyquist discussion provided above.

Theorem 21 Suppose that \( M_1 \in \mathcal{H}_\infty \) and \( M_2 \in \mathcal{H}_\infty \) denote the transfer function matrices of “mixed” subsystems interconnected as depicted in Figure 8 and that this interconnection is well-posed. Suppose that there exist two distinct sets of frequency bands:

(a) a set denoted by \( \Omega_p \) that consists of frequency intervals over which both \( M_1(j\omega) \) and \( M_2(j\omega) \) have associated with them Property (i) as given in Definition 13; and

(b) a set denoted by \( \Omega_s \) that consists of frequency intervals over which both \( M_1(j\omega) \) and \( M_2(j\omega) \) have associated with them Property (ii) as given in Definition 13.

Furthermore, suppose that \( \Omega_p \cup \Omega_s = \mathbb{R} \cup \{\pm \infty\} \). Then the negative feedback-loop is stable.

Proof: Our aim is to show that, for all \( \kappa \in [1, \infty) \) and all \( \omega \in \mathbb{R} \cup \{\pm \infty\} \),

\[
\det[I + \frac{1}{\kappa}M_1(j\omega)M_2(j\omega)] \neq 0.
\]

From Section 4.2, this is a sufficient condition for stability. We do so by splitting our proof into two parts:

1. \( \det[I + \frac{1}{\kappa}H_1(-j\omega)H_2(-j\omega)] = \det[(I + \frac{1}{\kappa}H_1^*(j\omega)H_2^*(-j\omega))^T] = \det[I + \frac{1}{\kappa}H_2^*(j\omega)H_1^*(-j\omega)] \) (from [112, Equation 6.1.4]) = \( \det[I + \frac{1}{\kappa}H_1^*(j\omega)H_2^*(j\omega)] \) (from [112, Exercise 6.1.6])
From property (ii) of Definition 13, for any \( \omega \in \Omega_s \) and all \( \kappa \in [1, \infty) \),

\[
\det[I + \frac{1}{\kappa}M_1(j\omega)M_2(j\omega)] = 0.
\]

Part (i) for all \( \omega \in \Omega_s \): From property (ii) of Definition 13, for \( i = 1, 2 \), there exists an \( \epsilon_i < 1 \) such that \(-M_i^*(j\omega)M_i(j\omega) + \epsilon_i^2 I \geq 0\). This implies that, for \( i = 1, 2 \), \( \bar{\sigma}(M_i(j\omega)) < 1 \), which implies that \( \bar{\sigma}(M_1(j\omega)M_2(j\omega)) < 1 \) since \( \bar{\sigma}(M_1(j\omega)M_2(j\omega)) \leq \bar{\sigma}(M_1(j\omega))\bar{\sigma}(M_2(j\omega)) \).

Now

\[
0 < 1 - \bar{\sigma}(M_1(j\omega)M_2(j\omega)) \leq \bar{\sigma}[I + M_1(j\omega)M_2(j\omega)]
\]

from [110, Section 2.8], and so \( \bar{\sigma}(I + M_1(j\omega)M_2(j\omega)) \neq 0 \), which is equivalent to \( \det[I + M_1(j\omega)M_2(j\omega)] \neq 0 \). Furthermore, \( \det[I + \frac{1}{\kappa}M_1(j\omega)M_2(j\omega)] \neq 0 \) for any \( \kappa > 1 \). This is because \( \bar{\sigma}(M_1(j\omega)M_2(j\omega)) < 1 \) is equivalent to \( \frac{1}{\kappa}\bar{\sigma}(M_1(j\omega)M_2(j\omega)) < \frac{1}{\kappa} \) (which is < 1) for any \( \kappa > 1 \), and so \( \bar{\sigma}\left(\frac{1}{\kappa}M_1(j\omega)M_2(j\omega)\right) < 1 \) for any \( \kappa > 1 \). Then

\[
0 < 1 - \bar{\sigma}\left(\frac{1}{\kappa}M_1(j\omega)M_2(j\omega)\right) \leq \bar{\sigma}\left(I + \frac{1}{\kappa}M_1(j\omega)M_2(j\omega)\right)
\]

for any \( \kappa > 1 \), and from this the determinant inequality is immediate.

Part (ii) for all \( \omega \in \Omega_p \): From property (i) of Definition 13, for \( i = 1, 2 \), there exist \( k_i, l_i > 0 \) such that \(-k_iM_i^*(j\omega)M_i(j\omega) + M_i^*(j\omega) + M_i(j\omega) - l_i I \geq 0\). This implies that, for \( i = 1, 2 \), \( M_i^*(j\omega) + M_i(j\omega) > 0 \). Observe that \( M_i^*(j\omega) + M_i(j\omega) > 0 \) if and only if \( \frac{1}{\sqrt{\kappa}}M_i^*(j\omega) + \frac{1}{\sqrt{\kappa}}M_i(j\omega) > 0 \), where \( \kappa > 0 \). Then, from Lemma 14, \( \det[I + \frac{1}{\kappa}M_1(j\omega)M_2(j\omega)] \neq 0 \) for any \( \kappa > 0 \) and hence for any \( \kappa \geq 1 \). Q.E.D.

4.4 LARGE-SCALE INTERCONNECTIONS

Building on the techniques of the previous section, we derive sufficient conditions for the stability of large-scale interconnections of systems with mixtures of small gain and passivity properties. Consider a linear interconnection of \( N \) “mixed” systems with square transfer
function matrices denoted by $M_i \in \mathcal{RH}_\infty$, $i = 1, \ldots, N$. The interconnection will be described by

$$e_i = u_i - \sum_{j=1}^{N} H_{ij} y_j,$$

where $e_i$ is the input to subsystem $i$, $y_i = M_i e_i$ is the output of subsystem $i$, $u_i$ is an external input and $H_{ij}$ is a constant matrix. Writing

$$e := \begin{pmatrix} e_1 \\ \vdots \\ e_N \end{pmatrix}, \quad y := \begin{pmatrix} y_1 \\ \vdots \\ y_N \end{pmatrix} \quad \text{and} \quad u := \begin{pmatrix} u_1 \\ \vdots \\ u_N \end{pmatrix},$$

the interconnection description may be written more compactly as

$$e = u - H y,$$ (4.1)

where $H$ is a matrix with block entries $H_{ij}$. Let $\tilde{M} := \text{diag}(M_1, \ldots, M_N)$ such that $y = \tilde{M} e$. Eliminating $y$ from (4.1), we have

$$e = (I + H \tilde{M})^{-1} u.$$

Then

$$y = \tilde{M} (I + H \tilde{M})^{-1} u.$$ (4.2)

This set-up is depicted in Figure 9. We will assume that the interconnection is well-posed and, similarly to Theorem 42, impose the following extra conditions on the systems in the interconnection. We require the existence of two distinct sets of frequency bands:

(a) a set denoted by $\Omega_p$ that consists of frequency intervals over which every $M_i(\omega j\omega)$ has property (i) as given in Definition 13 associated with it; and

(b) a set denoted by $\Omega_s$ that consists of frequency intervals over which every $M_i(\omega j\omega)$ has property (ii) as given in Definition 13 associated with it.

Again, we also require that $\Omega_p \cup \Omega_s = \mathbb{R} \cup \{\pm \infty\}$. In the following, $p_i, q_i \in \mathbb{R}$ for $i = 1, \ldots, N$.

**Theorem 22** An interconnection of “mixed” subsystems, with input $u$ and output $y$, as described above, is stable if there exist positive definite matrices $P := \text{diag}(p_1 I, \ldots, p_N I)$ and $Q := \text{diag}(q_1 I, \ldots, q_N I)$ such that $H^T Q + QH > 0$ and $-H^T PH + P > 0$.

**Proof:** Similarly to Section 4.3, our aim is to show that, for all $\kappa \in [1, \infty)$ and all $\omega \in \mathbb{R} \cup \{\pm \infty\}$, $\det[I + \frac{1}{\kappa} H \tilde{M}(\omega j\omega)] \neq 0$. Again, we split our proof into two parts: (i) first, we
Suppose that there exists a positive definite matrix $P$ (as defined above) such that $-H^TPH + P > 0$. Let $\tilde{P} := P^1$ and note that $\tilde{P}^T = \tilde{P}$. Now $-H^T\tilde{P}^2H + \tilde{P}^2 = \tilde{P}^T(-\tilde{P}^{-T}H^T\tilde{P}^T\tilde{P}^{-1} + I)\tilde{P}$ and so $-(\tilde{P}H\tilde{P}^{-1})^T\tilde{P}H\tilde{P}^{-1} + I > 0$ since $-H^TPH + P$ and $-(\tilde{P}H\tilde{P}^{-1})^T\tilde{P}H\tilde{P}^{-1} + I$ are Hermitian-congruent. Set $H_P := \tilde{P}H\tilde{P}^{-1}$. Then $-H_P^TH_P + I > 0$. Equivalently, $\sigma(H_P) < 1$. From property (ii) of Definition 13, for $i = 1,\ldots,N$, there exists an $\varepsilon_i < 1$ such that $-M_i^*(j\omega)M_i(j\omega) + \varepsilon_i^2I \geq 0$. This implies that, for $i = 1,\ldots,N$, $-M_i^*(j\omega)M_i(j\omega) + \varepsilon_i^2I \geq 0$. Since $\sigma(M_i(j\omega)) < 1$, the same is true for $\tilde{M}(j\omega)$, i.e. $\sigma(\tilde{M}(j\omega)) < 1$. Now

$$0 < 1 - \sigma(H_P\tilde{M}(j\omega)) \leq \sigma(I + H_P\tilde{M}(j\omega))$$

from [110], and so $\sigma(I + H_P\tilde{M}(j\omega)) \neq 0$, which is equivalent to $\det[I + H_P\tilde{M}(j\omega)] \neq 0$. Furthermore, $\det[I + \frac{1}{\kappa}H_P\tilde{M}(j\omega)] \neq 0$ for any $\kappa > 1$. This is because $\sigma(H_P\tilde{M}(j\omega)) < 1$ is equivalent to $\frac{1}{\kappa}\sigma(H_P\tilde{M}(j\omega)) < \frac{1}{\kappa}$ (which is $< 1$) for any $\kappa > 1$, and so $\sigma(\frac{1}{\kappa}H_P\tilde{M}(j\omega)) < 1$ for any $\kappa > 1$. Then

$$0 < 1 - \sigma\left(\frac{1}{\kappa}H_P\tilde{M}(j\omega)\right) \leq \sigma\left(I + \frac{1}{\kappa}H_P\tilde{M}(j\omega)\right)$$

for any $\kappa > 1$. Finally, note that $\det[I + \frac{1}{\kappa}H_P\tilde{M}(j\omega)] = \det[\tilde{P}]\det[I + \frac{1}{\kappa}H\tilde{M}(j\omega)]\det[\tilde{P}^{-1}]$ since $\tilde{P}^{-1}$ and $\tilde{M}(j\omega)$ commute.

Part (ii) for all $\omega \in \Omega_p$: Suppose that there exists a positive definite matrix $Q$ (as defined above) such that $H^TQ + QH > 0$. Let $\dot{Q} := Q^\frac{1}{2}$ and note that $\dot{Q}^T = \dot{Q}$. Now $H^T\dot{Q}^2 + \dot{Q}^2H = \dot{Q}^T(Q^{-T}H^T\dot{Q} + QH\dot{Q}^{-1})\dot{Q}$ and so $\dot{Q}^{-T}H^T\dot{Q} + \dot{Q}H\dot{Q}^{-1} > 0$ since $H^TQ + QH$ and $Q^{-T}H^T\dot{Q} + QH\dot{Q}^{-1}$ are Hermitian-congruent. Set $H_Q := \dot{Q}HQ^{-1}$. Then $H_Q^T + H_Q > 0$. From property (i) of Definition 13, for $i = 1,\ldots,N$, there exist $k_i, l_i > 0$ such that

$$-k_iM_i^*(j\omega)M_i(j\omega) + M_i^*(j\omega) + M_i(j\omega) - l_iI \geq 0.$$

This implies that, for $i = 1,\ldots,N$,

$$M_i^*(j\omega) + M_i(j\omega) > 0.$$
Hence, the same is true for $\bar{M}(j\omega)$, i.e. $\bar{M}^*(j\omega) + \bar{M}(j\omega) > 0$. Observe that $\bar{M}^*(j\omega) + \bar{M}(j\omega) > 0$ if and only if $\frac{1}{\kappa} \bar{M}^*(j\omega) + \frac{1}{\kappa} \bar{M}(j\omega) > 0$, where $\kappa > 0$. Then, from Lemma 14, $\det[I + \frac{1}{\kappa} H_0 \bar{M}(j\omega)] \neq 0$ for any $\kappa > 0$ and hence for any $\kappa \geq 1$. Finally, note that $\det[I + \frac{1}{\kappa} H_0 \bar{M}(j\omega)] = \det[Q] \det[I + \frac{1}{\kappa} H \bar{M}(j\omega)] \det[Q^{-1}]$ since $Q^{-1}$ and $\bar{M}(j\omega)$ commute and so $\det[I + \frac{1}{\kappa} H \bar{M}(j\omega)] \neq 0$ for any $\kappa \geq 1$. Q.E.D.

Fixing $P = Q = I$ in the above theorem, gives the following result.

**Corollary 5** An interconnection of “mixed” subsystems, with input $u$ and output $y$, as described above, is stable if $H^T + H > 0$ and $-H^T H + I > 0$.

Our next version of the large-scale interconnected “mixed” systems stability result involves some relaxation of the assumptions on the interconnection structure described by the matrix $H$ compared to the restrictions on $H$ specified in Theorem 22. This relaxation is achieved by taking into consideration the values of $k_i$ and $e_i$ associated with each of the “mixed” systems, where $e_i$ denotes the gain of the $i$th “mixed” system over frequencies in $\Omega_i$, and $k_i$ provides a measure of output strict passivity for the $i$th “mixed” system over frequencies in $\Omega_p$. Suppose that $K := \text{diag}(k_1 I, \ldots, k_N I)$ and $E := \text{diag}(e_1 I, \ldots, e_N I)$, where $k_i > 0$ and $0 < e_i < 1$ for $i = 1, \ldots, N$.

**Theorem 23** An interconnection of “mixed” subsystems, with input $u$ and output $y$, as described above, is stable if there exist positive definite matrices $P := \text{diag}(p_1 I, \ldots, p_N I)$ and $Q := \text{diag}(q_1 I, \ldots, q_N I)$ such that $H^T Q + QH + QK > 0$ and $-H^T PE^2 H + P > 0$.

**Proof:** The proof follows in a manner similar to that of the proof of Theorem 22. As before, we want to show that $\det[I + \frac{1}{\kappa} H \bar{M}(j\omega)] \neq 0$ for all $\kappa \in [1, \infty)$ and all $\omega \in \mathbb{R} \cup \{\pm \infty\}$.

Part (i) for all $\omega \in \Omega_i$: Suppose that there exists a positive definite matrix $P$ (as defined above) such that $-H^T PE^2 H + P > 0$. Then, similarly to the proof of Theorem 22, we obtain $\sigma(E H_P) < 1$, where $H_P := P^\dagger H (P^\dagger)^{-1}$. From property (ii) of Definition 13, for $i = 1, \ldots, N$, there exists an $e_i$ such that $-M_i^*(j\omega) M_i(j\omega) + e_i^2 I \geq 0$. Equivalently, for $i = 1, \ldots, N$, there exists an $e_i$ such that $-\frac{1}{\kappa^2} M_i^*(j\omega) M_i(j\omega) + I \geq 0$. Since $\sigma(\frac{1}{\kappa} M_i(j\omega)) \leq 1$, $\sigma(E^{-1} \bar{M}(j\omega)) \leq 1$. Then $\sigma(\bar{M}(j\omega) H_P) < 1$ since $E^{-1}$ and $\bar{M}(j\omega)$ commute. Now

$$0 < 1 - \bar{\sigma}(\bar{M}(j\omega) H_P) \leq \sigma(I + \bar{M}(j\omega) H_P)$$

from [110] and so $\sigma(I + \bar{M}(j\omega) H_P) \neq 0$ which is equivalent to $\det[I + \bar{M}(j\omega) H_P] \neq 0$. Furthermore, $\det[I + \frac{1}{\kappa} H \bar{M}(j\omega) H_P] \neq 0$ for any $\kappa > 1$. This is because $\bar{\sigma}(\bar{M}(j\omega) H_P) < 1$ is equivalent to $\frac{1}{\kappa} \bar{\sigma}(\bar{M}(j\omega) H_P) < \frac{1}{\kappa}$ (which is $< 1$) for any $\kappa > 1$, and so $\sigma(\frac{1}{\kappa} M(j\omega) H_P) < 1$ for any $\kappa > 1$. Then

$$0 < 1 - \sigma\left(\frac{1}{\kappa} \bar{M}(j\omega) H_P\right) \leq \sigma\left(I + \frac{1}{\kappa} \bar{M}(j\omega) H_P\right)$$
for any $\kappa > 1$. Finally, note that $\det(I + \frac{1}{\kappa} \hat{M}(j\omega)Hp) = \det(I + \frac{1}{\kappa} HP\hat{M}(j\omega))$ for any $\kappa \geq 1$ [112, Exercise 6.2.7] and that $\det(I + \frac{1}{\kappa} HP\hat{M}(j\omega)) = \det(P^2)\det(I + \frac{1}{\kappa} H\hat{M}(j\omega))\det((P^2)^{-1})$ since $(P^2)^{-1}$ and $\hat{M}(j\omega)$ commute.

Part (ii) for all $\omega \in \Omega_p$: Suppose that there exists a positive definite matrix $Q$ (as defined above) such that $H^TQ + QH + QK > 0$. Similarly to the proof of Theorem 22, we obtain $H_Q^T + H_Q + K > 0$, where $H_Q := Q^2H(Q^2)^{-1}$. From property (i) of Definition 13, for $i = 1, \ldots, N$, there exist $k_i, \lambda_i > 0$ such that $-k_iM_i^*(j\omega)M_i(j\omega) + M_i^*(j\omega) + M_i(j\omega) - \lambda_i I \geq 0$. This implies that, for $i = 1, \ldots, N$, $-k_iM_i^*(j\omega)M_i(j\omega) + M_i^*(j\omega) + M_i(j\omega) > 0$. Hence, $-M^*(j\omega)K\hat{M}(j\omega) + M^*(j\omega) + \hat{M}(j\omega) > 0$. Then, from Lemma 15, $\det(I + \frac{1}{\kappa} \hat{M}(j\omega)H_Q) \neq 0$ for any $\kappa \geq 1$. Finally, note that $\det(I + \frac{1}{\kappa} \hat{M}(j\omega)H_Q) = \det(I + \frac{1}{\kappa} H\hat{M}(j\omega))$ [112, Exercise 6.2.7], and that $\det(I + \frac{1}{\kappa} H\hat{M}(j\omega)) = \det(Q^2)\det(I + \frac{1}{\kappa} H\hat{M}(j\omega))\det((Q^2)^{-1})$ since $(Q^2)^{-1}$ and $\hat{M}(j\omega)$ commute. Q.E.D.

Set $P = Q = I$ in the above theorem, to obtain the following corollary.

**Corollary 6** An interconnection of “mixed” subsystems, with input $u$ and output $y$, as described above, is stable if $H^TH + H + K > 0$ and $-H^TE^2H + I > 0$.

### 4.5 Examples

We now compare our large-scale interconnected “mixed” systems stability results to the large-scale interconnected systems stability results of [15, Sections IV and V] (e.g. see [15, Theorems 4 and 5]) through the following example.

Consider an interconnected system from [15], depicted in Figure 10, with interconnection matrix

$$
H = \begin{bmatrix}
1 & 0 & -\gamma \\
-1 & 1 & 0 \\
0 & -1 & 1
\end{bmatrix}.
$$

Assume that $H_1$, $H_2$ and $H_3$ are passive and that $-8 < \gamma < 1$. According to [15], a sufficient condition for the stability of large-scale interconnections of passive systems is the existence of a positive definite diagonal matrix $Q$ such that $H^TQ + QH > 0$. A necessary condition for this LMI to be feasible is that $H$ has eigenvalues with positive real parts. Using the Robust Control Toolbox (MATLAB R2009a), we verify that, for any $-8 < \gamma < 1$, finding a solution to the LMI $H^TQ + QH > 0$ is indeed feasible.

Similarly, if $H_1$, $H_2$ and $H_3$ have gain less that one in [15], a sufficient condition for the stability of large-scale interconnections of systems with finite gain is the existence of a positive definite diagonal matrix $P$ such that $-H^TE^2H + P > 0$.\footnote{Note that, in [15], the gains $\epsilon_i$ appearing in $E$ are not necessarily less than one.} A necessary condition...
for this LMI to be feasible is that $EH$ has eigenvalues that lie inside the unit circle centred at the origin of the complex plane [113, Theorem 5.18].

Now, suppose that we relax the conditions on $H_1$, $H_2$ and $H_3$ and assume that they are all “mixed” systems. For the same values of $\gamma$, we search for positive definite diagonal matrices $P$ and $Q$ that satisfy $H^TQ + QH > 0$ and $-H^TPH + P > 0$ simultaneously. We find that this LMI problem is not feasible for any $-8 < \gamma < 1$. Our results show that, as one relaxes the assumptions on the subsystems in the interconnection (from passivity or finite gain to “mixedness”), the [15]-like conditions on the interconnection matrix become more stringent, i.e. more restriction is imposed on the structure of the interconnection itself. For instance, in Theorems 22 and 23, the existence of solutions to a pair of LMIs as opposed to a single LMI is sufficient for stability.

We conclude this section with an example of a “mixed” systems interconnection for which stability is guaranteed. Consider the interconnection of the systems depicted in Figure 11,
and suppose that $M_1$, $M_2$ and $M_3$ are “mixed” with $k_1 = k_2 = k_3 = 0.01$. Let $\gamma = 0.5$. Then $K = 0.01I$ and 

$$
H = \begin{bmatrix}
0 & 0 & 0.5 \\
0 & 0 & 0.5 \\
-0.5 & -0.5 & 0 
\end{bmatrix}.
$$

Since the eigenvalues of $H^T + H + K$ and $I - H^T H$ are positive, the interconnection is stable by Corollaries 5 and 6.

4.6 A TEST FOR “MIXEDNESS” OF DESCRIPTOR SYSTEMS

Given a system generalized state-space description of the form

$$
\begin{align*}
E\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= C^T x(t) + Du(t),
\end{align*}
$$

where $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m}$ and $\text{rank}(E) = p < n$. We wish to determine whether or not the system is “mixed.” The aim is to construct a transfer function matrix $H(s)$ from the state-space data and determine whether or not there exist $k, l > 0$ and $\varepsilon < 1$ such that $H(s) = D + C^T (sE - A)^{-1}B$ satisfies (i) and/or (ii) from Definition 13 for each frequency $\omega \in \mathbb{R}$. However, we limit our methods to index-one descriptor systems with $H(j\omega) \neq 0$.

To construct a test independent of the frequency variable, we construct the matrices similar to $N_1$ and $N_2$ from Lemmas 3 and 4; using state space matrices $E, A, B, C, D$ for $k, l > 0$ and $\varepsilon < 1$ and then calculate the eigenvalues of these matrices. Existences of purely imaginary eigenvalues indicate those frequencies at which the matrices $-kH(j\omega) + H(j\omega)^* + H(j\omega) - lI$ and $H(j\omega)^*H(j\omega) + \varepsilon^2I$ have zero eigenvalues. We employ the following Lemma to convert the descriptor system transfer function to a regular system transfer function.

**Theorem 24** Consider the following index-one descriptor transfer function:

$$
H(s) = D + C^T (sE - A)^{-1}B. 
$$

Let $E = XY^T$ be a full rank decomposition of the singular matrix $E$. Then $H(s)$ can be written

$$
H(s) = D + \bar{C}^T \left( \frac{1}{s} I - \bar{A} \right)^{-1} B
$$

with

$$
\bar{A} = Y^T A^{-1} X \\
\bar{C}^T = -C^T A^{-1} X \\
\bar{B} = Y^T A^{-1} B \\
D = D - C^T A^{-1} B.
$$
PROOF: The proof follows by applying the matrix inversion lemma to (4.4) We have.

\[ H(s) = D + C^T (XY^T s - A)^{-1} B \]

\[ = D - C^T \left( A^{-1} + A^{-1} X \left( \frac{s}{s} I - Y^T A^{-1} X \right)^{-1} Y^T A^{-1} \right) B \]

\[ = D - C^T A^{-1} B - C^T A^{-1} X \left( \frac{s}{s} I - Y^T A^{-1} X \right)^{-1} Y^T A^{-1} B \]

Recall that the matrix \( Y^T A^{-1} X \) is Hurwitz (and invertible) if the descriptor system is index-one. Q.E.D.

Using the Lemma stated above we re-write \( H_1(j\omega) = -kH(j\omega)^*H(j\omega) + H(j\omega)^* + H(j\omega) - 2lI \) as

\[ -k \left( -B^T \left( \frac{1}{j\omega} I + \bar{A}^T \right)^{-1} \bar{C} + \bar{D} \right) \left( \frac{1}{j\omega} I - \bar{A} \right)^{-1} B + D \]

\[ -B^T \left( \frac{1}{j\omega} I + \bar{A}^T \right)^{-1} C + \bar{D} + C^T \left( \frac{1}{j\omega} I - \bar{A} \right)^{-1} B + D - 2lI \]

These terms can be rearranged as

\[ H_1(j\omega) := \left( (I - kD)^T C^T - B^T \right) \left[ \frac{1}{j\omega} I - \begin{pmatrix} \bar{A} & 0 \\ -k\bar{C}\bar{C}^T & -\bar{A}^T \end{pmatrix} \right]^{-1} \begin{pmatrix} \bar{B} \\ \bar{C}(I - kD) \end{pmatrix} \]

\[ -kD^T \bar{D} + \bar{D} + \bar{D} - 2lI. \quad (4.5) \]

Similarly, \( H_2(j\omega) = -H(j\omega)^*H(j\omega) + \epsilon^2 I \) can be arranged as

\[ H_2(j\omega) := \left( -\bar{D}^T C^T - \bar{B}^T \right) \left[ \frac{1}{j\omega} I - \begin{pmatrix} \bar{A} & 0 \\ -\bar{C}\bar{C}^T & -\bar{A}^T \end{pmatrix} \right]^{-1} \begin{pmatrix} \bar{B} \\ \bar{C}D \end{pmatrix} - \bar{D}^T D + \epsilon^2 I. \quad (4.6) \]

Now we formulate the test to check whether \( H_1(j\omega) \) and \( H_2(j\omega) \) have zero eigenvalues.

**Lemma 16** Suppose \( k,l \in \mathbb{R} \) and let \( H(s) = D + C^T (sE - A)^{-1} B \) represent the transfer function matrix of a stable index-one descriptor system. Assume that \( \bar{X}_1 = -kD^T \bar{D} + \bar{D} + \bar{D} - 2lI \) is invertible, and let \( \bar{Y} = I - k\bar{D} \). Then \( H_1(j\omega) \) has no zero eigenvalues over \( \omega \in [a,b] \) if and only if the matrix \( N_{E1} \) given as

\[
\begin{bmatrix}
-(A^{-1} + A^{-1}B\bar{X}_1\bar{Y}^T C^T A^{-1}) & A^{-1}B\bar{X}_1\bar{Y}^T A^{-1} \\
(C^TA^{-1})^T(kI + \bar{Y}\bar{X}_1\bar{Y}^T)(C^TA^{-1}) & (A^{-1} + A^{-1}B\bar{X}_1\bar{Y}^T C^T A^{-1})^T
\end{bmatrix}
\begin{bmatrix}
E & 0 \\
0 & E^T
\end{bmatrix}
\]

has no eigenvalues on the imaginary axis between and including \(-ja\) and \(-jb\), where \( a, b \in \mathbb{R} \).
PROOF: Consider \( \det[H_1(j\omega)] \) given as

\[
\det \left[ \begin{pmatrix} Y^T C^T & -B^T \end{pmatrix} \left( \frac{1}{j\omega} I - \begin{pmatrix} \bar{A} & 0 \\ -k\bar{C}C^T & -\bar{A}^T \end{pmatrix} \right)^{-1} \begin{pmatrix} \bar{B} \\ \bar{C} \bar{Y} \end{pmatrix} \right] + \bar{X}_1
\]

\[
= \det \left[ I + \left( \frac{1}{j\omega} I - \begin{pmatrix} \bar{A} & 0 \\ -k\bar{C}C^T & -\bar{A}^T \end{pmatrix} \right)^{-1} \begin{pmatrix} \bar{B} \\ \bar{C} \bar{Y} \end{pmatrix} \left( \bar{X}_1^{-1} T C^T - \bar{X}_1^{-1} B^T \right) \right] \times \det(\bar{X}_1)
\]

\[
= \det(\bar{X}_1) \cdot \det \left[ \left( \frac{1}{j\omega} I - \bar{A} \right)^{-1} \right] \cdot \det \left[ \left( \frac{1}{j\omega} I + \bar{A}^T \right)^{-1} \right] \cdot \det \left[ \frac{1}{j\omega} I + \bar{N}_1 \right],
\]

where \( \det \left[ \frac{1}{j\omega} I + \bar{N}_1 \right] \) is given by (see Theorem 3)

\[
\det \left[ \frac{1}{j\omega} I + \bar{N}_1 \right] = \left[ -\bar{A} + \bar{B}\bar{X}_1^{-1} Y^T C^T A^{-1} \right] \left( A^{-1} + \bar{A}^{-1} B\bar{X}_1^{-1} B^T C^T \right) \left( \bar{X}_1^{-1} T C^T - \bar{X}_1^{-1} B^T \right).
\]

Since \( \bar{A} \) is Hurwitz, then \( \det \left[ \left( \frac{1}{j\omega} I - \bar{A} \right)^{-1} \right] \neq 0 \) and \( \det \left[ \frac{1}{j\omega} I + \bar{A}^T \right]^{-1} \neq 0 \) for all \( \omega \in \mathbb{R} \). \( H_1(j\omega) \) has a zero eigenvalue if and only if \( \det(j\omega I + \bar{N}_1) = 0 \), i.e. \( \bar{N}_1 \) has a purely imaginary eigenvalue. Of interest are only the frequencies \( \omega \in [a, b] \), correspondingly, the eigenvalues of \( \bar{N}_1 \) that lie on the imaginary axis between and including \(-ja \) and \(-jb\). From spectral equivalence we can observe that non-zero eigenvalues of \( \bar{N}_1 \) coincide with non-zero eigenvalues of \( N_{E1} \) given by

\[
\begin{bmatrix}
-A^{-1} - A^{-1} B \bar{X}_1 Y^T C^T A^{-1} & A^{-1} B \bar{X}_1^{-1} B^T C^T A^{-T} \\
(C^T A^{-1})^T (kI + \bar{X}_1^{-1} Y^T) (C^T A^{-1}) & (A^{-1} + A^{-1} B \bar{X}_1^{-1} B^T C^T A^{-T})
\end{bmatrix}
\begin{bmatrix}
E \\
0
\end{bmatrix} =
\begin{bmatrix}
E \\
0
\end{bmatrix}
\]

Q.E.D.

**Lemma 17** Suppose \( \epsilon \in \mathbb{R} \) and let \( H(s) = D + C^T (sE - A)^{-1} B \) represent the transfer function matrix of a stable index-one descriptor system. Assume that \( \bar{X}_2 = -\bar{D}^T D + \epsilon^2 I \) is invertible. Then the matrix \( H_2(j\omega) \) has no zero eigenvalues over \( \omega \in [a, b] \) if and only if the matrix \( N_{E2} \)

\[
\begin{bmatrix}
-A^{-1} + A^{-1} B \bar{X}_2 \bar{D}^T C^T A^{-1} & A^{-1} B \bar{X}_2^{-1} B^T C^T A^{-T} \\
(C^T A^{-1})^T (kI + \bar{D} \bar{X}_2^{-1} \bar{D}^T) (C^T A^{-1}) & (A^{-1} - A^{-1} B \bar{X}_2 \bar{D}^T C^T A^{-1})^T
\end{bmatrix}
\begin{bmatrix}
E \\
0
\end{bmatrix} =
\begin{bmatrix}
E \\
0
\end{bmatrix}
\]

does not have any eigenvalues on the imaginary axis between and including \(-ja \) and \(-jb\).
PROOF: Consider \( \det[H_2(j\omega)] \) given by

\[
\det \left[ \begin{pmatrix}
-\bar{D}^T C^T & -\bar{B}^T \\
A & 0 \\
-CC^T & -\bar{A}^T
\end{pmatrix}
\right]^{-1} \begin{pmatrix}
B \\
-CD
\end{pmatrix} + \bar{X}_2 = \det \left[ I + \begin{pmatrix}
\frac{1}{j\omega} I - \begin{pmatrix}
\bar{A} \\
\bar{C} C^T \\
-\bar{A}^T
\end{pmatrix}
\end{pmatrix}^{-1} \begin{pmatrix}
B \\
-\bar{C} D
\end{pmatrix} \begin{pmatrix}
\bar{X}_2^{-1} D^T C^T \\
-\bar{X}_2^{-1} B^T
\end{pmatrix}
\right] \times \det(\bar{X}_2)
\]

where \( \det \left[ \frac{1}{j\omega} I + \bar{N}_2 \right] \) is given by (see Theorem 4)

\[
\det \left[ \begin{pmatrix}
\frac{1}{j\omega} I & -\bar{A} \\
-\bar{C}X_2^{-1} D^T C^T & -\bar{B}X_2^{-1} B^T
\end{pmatrix}
\right].
\]

Since \( \bar{A} \) is Hurwitz, then \( \det \left[ \frac{1}{j\omega} I - \bar{A} \right]^{-1} \neq 0 \) and \( \det \left[ \frac{1}{j\omega} I + \bar{A} \right]^{-1} \neq 0 \) for all \( \omega \in \mathbb{R} \).

Thus, \( H_2(j\omega) \) has a zero eigenvalue if and only if \( \det(j\omega I + \bar{N}_2) = 0 \), ie: \( \bar{N}_2 \) has a purely imaginary eigenvalue. Of interest are only the frequencies \( \omega \in [a, b] \), correspondingly, the eigenvalues of \( \bar{N}_2 \) that lie on the imaginary axis between and including \( -ja \) and \( -jb \). From spectral equivalence, we can observe that non zero eigenvalues of \( \bar{N}_2 \) coincide with non zero eigenvalues of \( N_{E2} \) given by

\[
\begin{pmatrix}
-A^{-1} + A^{-1} B\bar{X}_2 D^T C^T A^{-1} & A^{-1} B\bar{X}_2^{-1} B A^{-T} \\
(C^T A^{-1})^T kI + DX_2^{-1} D^T (C^T A^{-1}) & (A^{-1} - A^{-1} B\bar{X}_2 D^T C^T A^{-1})^T
\end{pmatrix}
\begin{pmatrix}
E \\
0
\end{pmatrix}.
\]

Q.E.D.

Now, we use matrices \( N_{E1}, \bar{N}_{E2} \) to construct a simple test to check “mixedness” of \( H(s) \).

Before proceeding, we note the following:

- there exist \( k, l > 0 \) such that \(-kH(j\omega)^* H(j\omega) + H(j\omega)^* + H(j\omega) - \bar{I} l \geq 0 \) for all \( \omega \in [a, b] \) if and only if \( H(j\omega)^* + H(j\omega) > 0 \) for all \( \omega \in [a, b] \);

- under the assumption that \( \det(H(j\omega)^* + H(j\omega)) \neq 0 \), there exist \( k, l > 0 \) such that \(-kH(j\omega)^* H(j\omega) + H(j\omega)^* + H(j\omega) - \bar{I} l \geq 0 \) for all \( \omega \in (\infty, b] \), \( [a, \infty) \) or \( (-\infty, \infty) \) if and only if \( H(j\omega)^* + H(j\omega) > 0 \) for all \( \omega \in (\infty, b] \), \( [a, \infty) \) or \( (-\infty, \infty) \), respectively;

- there exists \( \epsilon < 1 \) such that \(-H(j\omega)^* H(j\omega) + \epsilon^2 \bar{I} \geq 0 \) for all \( \omega \in [a, b] \) if and only if \( -H(j\omega)^* H(j\omega) + \bar{I} > 0 \) for all \( \omega \in [a, b] \);
under the assumption that \( \det(-H(j\omega)^*H(j\omega) + I) \neq 0 \), there exists \( \epsilon < 1 \) such that \(-H(j\omega)^*H(j\omega) + \epsilon^2I \geq 0 \) for all \( \omega \in (-\infty, b] \), \([a, \infty) \) or \((-\infty, \infty) \) if and only if \(-H(j\omega)^*H(j\omega) + I > 0 \) for all \( \omega \in (-\infty, b] \), \([a, \infty) \) or \((-\infty, \infty) \), respectively.

In other words, there are cases in which the free parameters \( k, l \) and \( \epsilon \) can be eliminated from the test; that is, we can set \( k = l = 0 \) and \( \epsilon = 1 \) when applying Lemmas 32 and 3. Under the assumptions that \( \det(H(j\omega)^* + H(j\omega)) \neq 0 \) and \( \det(-H(j\omega)^*H(j\omega) + I) \neq 0 \), Definition 13 becomes:

**Definition 14** An index-one descriptor system with transfer function matrix \( H \in \mathcal{H}_\infty^{m \times m} \) is said to be “mixed” if, at each frequency \( \omega \in \mathbb{R} \), either

(i) \( H(j\omega)^* + H(j\omega) > 0 \); or

(ii) \( -H(j\omega)^*H(j\omega) + I > 0 \);

or both (i) and (ii) hold.

Now let \( k = l = 0 \), then \( H_1(j\omega) = H(j\omega) + H^*(j\omega) \). Similarly, let \( \epsilon = 1 \), then \( H_2(j\omega) = -H^*(j\omega)H(j\omega) + I \). Now consider Lemmas 16 and 17 and set

\[
\Omega_P := \{ \omega \in [-\infty, \infty] : N_{E1} \text{ has an eigenvalue on the imaginary axis at } j\omega \},
\]

\[
\Omega_E := \{ \omega \in [-\infty, \infty] : N_{E2} \text{ has an eigenvalue on the imaginary axis at } j\omega \}.
\]

Suppose that we divide the real axis \(-\infty \) to \( \infty \) into smaller intervals, where any elements of \( \Omega_P \) and \( \Omega_E \) are set as open interval endpoints, as follows

Division group 1 := \((-\infty, \omega_{p1}), (\omega_{p1}, \omega_{p2}), \ldots, (\omega_{pn-1}, \omega_{pn}), (\omega_{pn}, \infty)\),

Division group 2 := \((-\infty, \omega_{1}), (\omega_{1}, \omega_{2}), \ldots, (\omega_{m-1}, \omega_{m}), (\omega_{m}, \infty)\).

where \( n \) is the number of elements in \( \Omega_P \); \( m \) is the number of elements in \( \Omega_E \); \( \omega_{p1}, \omega_{p2}, \ldots, \omega_{pn} \) denote the elements of \( \Omega_P \) listed in increasing order; and \( \omega_{1}, \omega_{2}, \ldots, \omega_{m} \) denote the elements of \( \Omega_E \) listed in increasing order.

Let \( I_{NN_1} \) denote the set of \( \omega \) belonging to the intervals over which \( H_1(j\omega) > 0 \) and \( I_{NN_2} \) denote the set of \( \theta \) belonging to the intervals over which \( H_2(j\omega) > 0 \). Then we have the following result.

**Theorem 25** The following two statements are equivalent

(i) an index-one continuous-time system with transfer function matrix \( H(s) \in \mathcal{H}_\infty \), is a “mixed” system;

(ii) \( I_{NN_1} \cup I_{NN_2} = \{ \theta \in \mathbb{R} : -\infty \leq \omega \leq \infty \} \).
4.7 CONCLUSIONS

The main contributions of this chapter include the derivation of sufficient conditions for the stability of (i) large-scale interconnections of “mixed” systems; and (ii) large-scale, time-varying interconnections of passive systems and systems with small gain. It was shown that relaxing the conditions on the subsystems in a large-scale interconnection (from conditions of passivity or small gain to ones of “mixedness”) results in a need to be extra attentive to the interconnection structure (i.e. more restriction is placed on it) should one wish to employ the conditions derived by Moylan and Hill to determine stability. We also derive a necessary and sufficient test for “mixedness” of descriptor systems.
Part II

SWITCHED DESCRIPTOR SYSTEMS

In this part, we consider the quadratic stability of switched descriptor systems. Initially we consider switching between a special class of descriptor systems having index-one and obtain spectral conditions sufficient to guarantee globally uniform exponential stability. Switching between descriptor systems having index-zero and index-one (or index-one and index-two) is also considered, and a state dependent switching rule is proposed to ensure globally uniform exponential stability. This work was carried out in collaboration with Prof. Martin Corless\(^1\), Prof. Ezra Zeheb\(^2\) and Prof. Robert Shorten\(^3\).
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5 BACKGROUND AND PRELIMINARY RESULTS

In this chapter, we present some important preliminary results on descriptor systems and regular switched systems. These results will be used in later chapters to derive sufficient conditions for global uniform exponential stability of switched descriptor systems.

5.1 INTRODUCTION

In the last decade, considerable research effort has been dedicated towards stability of switched descriptor systems. In this section, we introduce switched descriptor systems and also present some important developments in this field. In this thesis we are interested in analysing the stability of switching descriptor systems described by

\[ \Sigma_s : E(t) \dot{x}(t) = A(t)x(t), \]  

(5.1)

where \( E(t) \in \mathcal{E} = \{A_1, \ldots, A_N\} \) and \( A(t) \in \mathcal{A} = \{A_1, \ldots, A_N\}. \) Here, we assume that the matrix pairs \( (E_i, A_i) \) always satisfy \( \det(sE_i - A_i) \neq 0, \forall \in \{1, \ldots, N\}. \) The logical rule that supervises switching between the constituent subsystems \( E_i \dot{x}(t) = A_i x(t); i = \{1,2, \ldots, N\} \) generates switching signals, and is usually described by a piecewise constant mapping \( \sigma : t \rightarrow \{1,2, \ldots, m\}. \) The switching signal \( \sigma(t) \) can be formally defined as below.

Definition 15 [66] A switching signal \( \sigma(t) \) is a piecewise constant function \( \sigma : \mathbb{R}_+ \rightarrow \{1,2, \ldots, N\} \) with the following properties:

1. the points of discontinuity are the sequence of numbers \( t_0, t_1, \ldots, t_i, t_{i+1}, \ldots; \)

2. there exists a lower bound \( \tau_{\min} > 0 \) for the interval between two consecutive discontinuities \( t_i, t_{i+1}, \) such that \( t_{i+1} - t_k > \tau_{\min}, \) for all \( k; \)

3. \( \sigma(t) \) is continuous from the right, i.e. \( \sigma(t) = i \) for \( t_i \leq t < t_{i+1}. \)

Using the switching signal described above, we can define the linear switched descriptor systems as a linear time-varying system with piecewise constant linear dynamics given by a family of LTI systems of the form

\[ E_{\sigma(t)} \dot{x} = A_{\sigma(t)}x, \quad \sigma(t) \in \{1, \ldots, N\}. \]  

(5.2)
Thus, if $\sigma$ is continuous at $t$ and $\sigma(t) = i$, the system must satisfy
\[ E_i \dot{x}(t) = A_i x(t), \]
hence $x(t)$ must be in the consistency space of $(E_i, A_i)$.

To complete the description of a switching descriptor system, we must also specify how the system behaves at a point $t_*$ of discontinuity of $\sigma$. If $\sigma$ switches from $i$ to $j$ at $t_*$, then $x(t_*) = \lim_{t \to t_*^-, t < t_*} x(t)$ must be in $\mathcal{C}(E_i, A_i)$ and $x(t_*) = \lim_{t \to t_*^+, t > t_*} x(t)$ must be in $\mathcal{C}(E_j, A_j)$. If $x(t_*)$ is not in $\mathcal{C}(E_j, A_j)$, then one has to have a solution which is discontinuous at $t_*$, and to complete the description, one must specify how $x(t_*)$ is obtained from $x(t_*)$.

Commonly, the switching condition on the state can be described by
\[ x(t_*) = M_{ji} x(t_-) \] (5.3)
when $\sigma$ switches from $i$ to $j$ at $t_*$. Also, switching may be restricted in the sense that one does not switch from $i$ to $j$ at any state $x(t_-)$ in $\mathcal{C}(E_i, A_i)$. In this case, the restriction may be described by
\[ C_{ji} x(t_-) = 0; \] (5.4)
An equivalent description of condition (5.4) can be obtained using the distributional framework [51]. In the distributional framework, the matrices $M_{ji}$ are obtained using spectral projectors (see Definition 2.11).

**Theorem 26** [51] If the consistency projector corresponding to $\sigma(t) = i$ is defined as the spectral projection (see Definition 2.11) onto the right deflating subspace of the matrix pair $(E_i, A_i)$, then
\[ \Pi_i(E_i, A_i) = P_r = T \begin{pmatrix} I_q & 0 \\ 0 & 0 \end{pmatrix} T^{-1}. \] (5.5)

Now consider the linear switched descriptor system (5.2), and assume that $\forall i, j \in \{1, \ldots, N\} : E_i (I - \Pi_j) \Pi_j = 0$. Then every distributional solution of (5.2) is impulse free (see Remark 1) and is represented by a piecewise-smooth function $x : \mathbb{R} \to \mathbb{R}^n$. Furthermore, for all solutions $x : \mathbb{R} \to \mathbb{R}^n$,
\[ \forall t \in \mathbb{R} : x(t) = \Pi_{\sigma(t)} x(t-). \] (5.6)

### 5.2 Generalized Quadratic Lyapunov Functions

In the following, we introduce several different generalized quadratic Lyapunov functions used in the literature to study LTI descriptor systems. Studying the existence of such generalized quadratic Lyapunov functions is a good starting point in the study of switched linear
descriptor systems. We say that a scalar valued function \( V \) is a **generalized Lyapunov function** for the LTI system \( E \dot{x} = A x \) if for all non-zero \( x \in \mathcal{C} = \mathcal{C}(E_i, A_i) \), we have \( V(x) > 0 \) and \( \dot{V}(x) < 0 \; V \) is a **generalized quadratic Lyapunov function** if \( V \) is a Lyapunov function and \( V \) can be written as \( V(x) = x^T P x \) for some symmetric matrix \( P \); in this case, we say that \( P \) is a **Lyapunov matrix** for the system. The existence of a Lyapunov matrix \( P \) guarantees that the system is **Globally Uniformly Exponentially Stable (GUES)**, that is, there are constants \( \alpha, \beta > 0 \) such that every solution satisfies
\[
\|x(t)\| \leq \beta e^{-\alpha(t-t_0)} \|x(t_0)\| \quad \text{for} \quad t \geq t_0. \tag{5.7}
\]

The next step towards exponential stability of linear switched descriptor systems would be to find useful criteria to determine whether a given collection of matrix pairs \( (E_i, A_i) \) have a common generalized quadratic Lyapunov function. Contrary to regular LTI systems, there exist many different formulations of generalized quadratic Lyapunov functions (see, e.g. [54], [55], [56], [57], [58]). We present two different formulations proposed by [59] and [54] for an LTI descriptor system given by
\[
E \dot{x}(t) = A x(t). \tag{5.8}
\]

These generalized quadratic Lyapunov functions have been used extensively towards stability analysis of linear switched descriptor systems.

**Theorem 27** [54] A pair \((E, A)\) is regular, stable and impulse-free (index-one) if and only if there exists \( P \in \mathbb{R}^{n \times n} \) such that
\[
E^T P = P^T E \geq 0, \tag{5.9}
\]
\[
A^T P + PA < 0. \tag{5.10}
\]

These matrix inequalities guarantee the existence of a quadratic Lyapunov function given by
\[
V(x) = x^T E^T P x. \tag{5.12}
\]

Theorem 27 is valid only for index-one LTI descriptor systems, hence we present an alternative formulation from [59].

**Definition 16** [59] Consider the descriptor system (5.8) with regular matrix pair \((E, A)\) and corresponding consistency space \( \mathcal{C}(E, A) \subset \mathbb{R}^n \). Assume there exist a positive definite matrix \( P = P^T \in \mathbb{C}^{n \times n} \) and a matrix \( Q = Q^T \in \mathbb{C}^{n \times n} \) which is positive definite on \( \mathcal{C}(E, A) \) such that the generalized Lyapunov equation
\[
A^T P E + E^T P A = -Q \tag{5.11}
\]
is fulfilled. Then
\[
V : \mathbb{R}^n \to \mathbb{R}_{\geq 0} : x \mapsto (E x)^T P E x \tag{5.12}
\]
is called a Lyapunov function for (5.8).
Note that this definition ensures that $V$ is not increasing along solutions, i.e., for any solution $x: \mathbb{R} \to \mathbb{R}^n$ and all $t \in \mathbb{R}$,

$$\frac{d}{dt}V(x(t)) = -x^T(t)Qx(t) \leq 0$$

and equality only holds for $x(t) = 0$. Furthermore, the property $\ker(E) \cap \mathcal{C}(E,A) = \{0\}$ ensures that $V$ is positive definite on $\mathcal{C}(E,A)$.

**Theorem 28** [59] A descriptor system (5.8) with regular matrix pair $(E,A)$ is asymptotically stable if and only if there exists a Lyapunov function $V: \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ for (5.8).

In this thesis, we provide another alternative generalized quadratic Lyapunov function; which allows us to use the results from the well-understood theory of quadratic Lyapunov functions for regular LTI systems (see Chapter 7).

### 5.3 Existence of a CQLF: Two Systems with a Rank One Difference

Analogous to regular switched systems, special structures of switched descriptor systems can be exploited to obtain conditions for the existence of a generalized CQLF. [46] extended the well-known result for regular commuting subsystems from [62] to the case of switched descriptor systems. In this thesis, we consider an alternate approach towards extending the results for regular linear switched systems to switched descriptor systems. As a part of presenting the necessary background material for our approach, we recall the classical KYP Lemma for regular SISO systems. In this thesis, we focus on obtaining a similar version of KYP Lemma for descriptor systems (see Chapter 7).

KYP Lemma relates the strict positive realness of a transfer function and the existence of quadratic Lyapunov functions [114]. Roughly speaking, Meyer’s version of the KYP Lemma [115] can be stated as follows. Let $A \in \mathbb{R}^{n \times n}$ be a Hurwitz matrix. Let $b, c \in \mathbb{R}^n$ and $d$ be a non-negative scalar. Let $(A, b)$, $(A, c)$ be controllable/observable pairs, respectively. Then, there exists a positive definite matrix $P = P^T \in \mathbb{R}^{n \times n}$, $P > 0$, such that [116]

$$\begin{bmatrix} A & b \\ -c^T & -d \end{bmatrix}^T \begin{bmatrix} P & 0 \\ 0 & 1 \end{bmatrix} + \begin{bmatrix} P & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} A & b \\ -c^T & -d \end{bmatrix} \leq 0, \quad (5.13)$$

$$A^T P + PA < 0, \quad (5.14)$$

if and only if $H(s) = d + c^T (sI - A)^{-1}b$ is KYP-SPR. There are many extensions of this lemma (for example relaxing the observability/controllability) assumption.

An important alternative statement of the KYP Lemma for SISO systems ($b, c$ vectors) is that strict positive realness of $H(s)$ is equivalent to the existence of $P = P^T > 0$ satisfying either
1. \( A^T P + PA < 0 \) and \( \left( A - \frac{bc^T}{d} \right)^T P + P \left( A - \frac{bc^T}{d} \right) < 0 \), when \( d \) is strictly positive;

2. (OR) \( (bc)^T P + P(bc^T) \leq 0 \) when \( d = 0 \).

Next, we consider the two cases when \( d \neq 0 \) and \( d = 0 \) separately.

When \( d \neq 0 \), KYP strict positive realness is equivalent to the existence of a positive definite matrix \( P \) that simultaneously satisfies a pair of Lyapunov equations. When such a \( P \) exists, the function \( V(x) = x^T P x \) is said to be a CQLF for the dynamic systems \( \dot{x} = Ax \) and \( \dot{x} = \left( A - \frac{bc^T}{d} \right) x \).

From Theorem 7, a regular SISO transfer is SPR for \( d \neq 0 \) if and only if the matrix \( \left( A - \frac{1}{d}bc^T \right) A \) has no eigenvalues on the closed negative real axis \((-\infty,0] \). These observations lead to the following result.

**Theorem 29** \([66]\) Let \( A_1 \) and \( A_2 \) be Hurwitz matrices in \( \mathbb{R}^{n \times n} \), where the difference \( A_1 - A_2 \) has rank one. Then the switched system

\[
\dot{x}(t) = A(t)x(t); \ A(t) \in \mathcal{A} = \{A_1, A_2\}
\]

has CQLF if and only if the matrix product \( A_1 A_2 \) has no negative real eigenvalues.

This condition was originally derived as a frequency domain condition using the SISO Circle Criterion by \([117]\), however it was later realised \([65]\) that the condition has a natural and elegant formulation as illustrated in Theorem 29.

Now, we consider the case when \( d = 0 \). In this scenario, a regular SISO transfer is SPR if and only if \( c^T Ab < 0 \), and the matrix product \( A(A - \frac{Abc^T A}{c^T Ab}) \) has no eigenvalue on the open negative real axis \((-\infty,0) \) and exactly one zero eigenvalue. Further, in \([68]\) it was proved that the inequalities

\[
A^T P + PA < 0,
-\left( c^T P + Pbc^T \right) \leq 0.
\]

are equivalent to

\[
A^T P + PA < 0,
(A - gh^T)^T P + P(A - gh^T) \leq 0,
\]

where \( g = \frac{1}{c^T Ab} Ab \) and \( h^T = c^T A \). These observations lead to the following result.
Theorem 30 [68] Suppose that $A$ is Hurwitz and all eigenvalues of $A - gh^T$ have negative real part, except one, which is zero. Suppose also that $(A, g)$ is controllable and $(A, h)$ is observable. Then, there exists a matrix $P = P^T > 0$ such that

$$A^T P + PA < 0 \quad (5.17)$$
$$ (A - gh^T)^T P + P(A - gh^T) \leq 0 \quad (5.18)$$

if and only if the matrix product $A(A - gh^T)$ has no real negative eigenvalues and exactly one zero eigenvalue.

Thus, Theorem 30 provides necessary and sufficient conditions for the existence of a CQLF for a pair of regular LTI systems $(\dot{x}(t) = Ax(t)$ and $\dot{x}(t) = (A - gh^T)x(t))$, one of which is marginally stable.

The necessary and sufficient conditions stated above for regular switched systems are simple and easy to calculate. Hence they promise simple and elegant results for switched descriptor systems upon extension. Thus, we focus on developing similar necessary and sufficient spectral conditions for switched descriptor systems in Chapter 7.
In this chapter, we consider the quadratic stability of a class of switched descriptor systems. In some situations, using spectral characterisations of passivity, compact conditions for quadratic stability are obtained. Examples are given to illustrate our results.

6.1 INTRODUCTION

In this chapter, we consider switched descriptor systems having index-one. We primarily focus on exponential stability of a certain class of index-one switched descriptor systems. We first look at the conditions a quadratic form must satisfy to be a Lyapunov function for an LTI descriptor system. These quadratic forms are similar to the generalized Lyapunov equations proposed earlier in the literature (for more details see, background section 5.2). Based on this, we present conditions for the existence of a piecewise quadratic Lyapunov function for a switching descriptor system. The existence of such a function guarantees stability of the switching system. We further propose a result which permits one to determine the stability of a switching system by looking at the stability properties of a lower-order (state dimension) system. For index-one systems, the lower-order system is a regular switching system. We also derive a KYP-like Lemma for a special class of descriptor systems called index-one systems.

6.2 PRELIMINARY RESULTS

In this section, we present some general results on the stability of switched LTI descriptor systems. We first look at the conditions a quadratic form must satisfy to be a Lyapunov function for an LTI descriptor system. Based on this, we present conditions for the existence of a piecewise quadratic Lyapunov function for a switching descriptor system. The existence of such a function guarantees stability of the switching system.

6.2.1 Quadratic Lyapunov functions for LTI Descriptor Systems

Before we proceed to Lyapunov functions for switching descriptor systems, we present some basic Lyapunov theory in the context of LTI descriptor systems.
Suppose $V(x) = x^T P x$ is a quadratic Lyapunov function and $P$ is a Lyapunov matrix for the descriptor system (2.3). Then, the requirement that $V(x) > 0$ all for non-zero $x$ in $\mathcal{C}$ is equivalent to $P$ being positive-definite on $\mathcal{C}$, that is, $x^T P x > 0$ for all $x$ in $\mathcal{C}$. For the requirement that $\dot{V}(x) < 0$ all for non-zero $x$ in $\mathcal{C}$, we note that

$$
\dot{V} = \dot{x}^T P x + x^T \dot{P} \dot{x} = \dot{x}^T (PA^{-1} E + E^T A^{-T} P) \dot{x} = -\dot{x}^T Q \dot{x},
$$

where $Q$ is given by

$$
PA^{-1} E + E^T A^{-T} P + Q = 0. \tag{6.1}
$$

Recall that the descriptor system (2.3), is equivalent to the regular system (2.9) where $x$ is in $\mathcal{C}$ and $\tilde{A}$ is invertible on $\mathcal{C}$. Thus $\dot{V} = -x^T \tilde{A}^T Q \tilde{A} x$ and the requirement that $\dot{V}(x) < 0$ for all non-zero $x$ in $\mathcal{C}$ is equivalent to $\tilde{A}^T Q \tilde{A}$ being positive-definite on $\mathcal{C}$. Since $\tilde{A}$ is a one-to-one mapping of $\mathcal{C}$ onto $\mathcal{C}$, this requirement is equivalent to $Q$ being positive-definite on $\mathcal{C}$. Thus, we have the following conclusion:

A symmetric matrix $P$ is a Lyapunov matrix for the descriptor system $E \dot{x}(t) = A x(t)$ if and only if the matrices $P$ and $Q$ (defined by (10.15)) are positive-definite on the consistency space of the system.

6.2.2 Quadratic stability of switching descriptor systems

Here, we consider a candidate Lyapunov function of the form $V(t,x) = x^T P_{\sigma(t)} x$, which is a time-invariant quadratic function for each constituent system, but which can switch as the system switches. Clearly, for each $i$, we need $V_i(x) = x^T P_i x$ to be a Lyapunov function for the system defined by $(E_i, A_i)$. Since we need $V$ to decrease along trajectories, we also need $V(t^+_*, x(t^+_*)) \leq V(t^-_*, x(t^-_*))$ at points $t_*$ of discontinuity of $\sigma$. Basically, the next lemma states that satisfaction of these conditions are sufficient to guarantee GUES.

**Lemma 18** Consider a switching descriptor system described by (5.2) and suppose that for each $i = 1, \cdots, N$, there is a symmetric matrix $P_i$ satisfying the following conditions

(a) The matrix $P_i$ is positive-definite on the consistency space of $(E_i, A_i)$.

(b) The matrix $P_i A_i^{-1} E_i + E_i^T A_i^{-T} P_i$ is negative-definite on the consistency space of $(E_i, A_i)$.

(c) If $\sigma$ switches from $i$ to $j$ at $t_*$ then,

$$
x(t^+_*)^T P_j x(t^+_*) \leq x(t^-_*)^T P_i x(t^-_*). \tag{6.2}
$$

Then the system is GUES.
PROOF: Consider any solution \( x(t) \) of the system, and let \( v(t) = x(t)^T P_{\sigma(t)} x(t) \). If \( t \) is a point of discontinuity of \( \sigma \), then, by hypothesis (c),

\[
    v(t^+) \leq v(t^-) .
\]

(6.3)

If \( t \) is not a point of discontinuity of \( \sigma \) then,

\[
    E_i \dot{\chi}(t) = A_i x(t) ,
\]

(6.4)

where \( i = \sigma(t) \). It follows from the invertibility of \( A_i \) that \( x(t) = A_i^{-1} E_i \dot{\chi}(t) \); hence

\[
    \dot{v} = x^T P_i x + x^T P_i \dot{x} = x^T (P_i A_i^{-1} E_i + E_i^T A_i^{-T} P_i) \dot{x} = - x^T \tilde{Q}_i \dot{x} .
\]

(6.5)

where

\[
    \tilde{Q}_i := - P_i A_i^{-1} E_i - E_i^T A_i^{-T} P_i .
\]

(6.6)

Recall that system description (6.4) is equivalent to \( \dot{x}(t) = \tilde{A}_i x(t) \), where \( x(t) \) is in \( \mathcal{C}_i \), the consistency space of \( (E_i, A_i) \) and \( \tilde{A}_i \) is some invertible map on \( \mathcal{C}_i \). Hence

\[
    \dot{v} = - x^T \tilde{Q}_i x \text{ where } \tilde{Q}_i = \tilde{A}_i^T \tilde{Q}_i \tilde{A}_i .
\]

Since \( \tilde{A}_i \) is invertible on \( \mathcal{C}_i \) and, by assumption, \( \tilde{Q}_i \) is positive-definite on \( \mathcal{C}_i \), it follows that \( \tilde{Q}_i \) is positive-definite on \( \mathcal{C}_i \). Recalling that \( P_i \) is positive-definite on \( \mathcal{C}_i \), let

\[
    \alpha_i = \frac{1}{2} \min \{ x^T \tilde{Q}_i x : x \in \mathcal{C}_i \text{ and } x^T P_i x = 1 \} .
\]

Then \( \alpha_i > 0 \) and \( \dot{v} \leq -2 \alpha_i v \). Now let

\[
    \alpha = \min \{ \alpha_1, \ldots, \alpha_n \} .
\]

Then \( \alpha > 0 \) and

\[
    \dot{v}(t) \leq -2 \alpha v(t) .
\]

(6.7)

when \( \sigma \) is continuous at \( t \).

From this and the discontinuity condition (6.3), we can conclude that \( v(t) \leq e^{-2\alpha(t-t_0)} v(t_0) \) for \( t \geq t_0 \). Since \( V \) is positive-definite on each consistency space, there are constants \( \lambda_1, \lambda_2 > 0 \) such that \( \lambda_1 \| x \|^2 \leq V(x) \leq \lambda_2 \| x \|^2 \) whenever \( x \) is in any of the consistency spaces; hence every solution \( x \) satisfies

\[
    \| x(t) \| \leq \beta e^{-\alpha(t-t_0)} \| x(t_0) \|
\]

(6.8)

for all \( t \geq t_0 \), where \( \beta = \sqrt{\lambda_2/\lambda_1} \). This means that the system is GUES. Q.E.D.

Comment 3 If there exists a symmetric matrix \( P \) such that hypothesis (a)–(c) of the above lemma hold for system (5.2) with \( P_i = P \) for \( i = 1, \ldots, N \), we say that this system is quadratically stable while \( P \) and \( V(x) = x^T Px \) are Lyapunov matrix and Lyapunov function, respectively, for this system.
6.2.3 Order reduction for switching descriptor systems

The following result is useful in reducing the stability problem of a switching descriptor system to that of a lower-order system. Before stating this result, we recall that, if \((X, Y)\) is a full rank decomposition of \(E \in \mathbb{R}^{n \times n}\) and \(\text{rank}(E) = r\), then, \(X, Y \in \mathbb{R}^{n \times r}\) and \(\text{rank}(X) = \text{rank}(Y) = r\).

**Lemma 19 (Order reduction)** Consider a switching descriptor system described by (5.2) and switching conditions (5.3)-(5.4) when \(\sigma\) switches from \(i\) to \(j\) and suppose that \((X_i, Y_i)\) is a decomposition of \(E_i \in \mathbb{R}^{n \times n}\) with \(Y_i \in \mathbb{R}^{n \times r}\) for \(i = 1, \ldots, N\). Then, there exist matrices \(T_1, \ldots, T_N\) such that the following holds. A function \(x(\cdot)\) is a solution to system (5.2)-(5.4) if and only if

\[
x(t) = T_{\sigma(t)}z(t) \tag{6.9}
\]

for all \(t\), where \(z(\cdot)\) is a solution to the descriptor system

\[
\tilde{E}_{\sigma(t)} \dot{z} = z \tag{6.10}
\]

with switching conditions

\[
z(t_+^+) = Y_i^T M_{ji} T_i z(t_-^-), \tag{6.11}
\]

\[
C_{ji} T_i z(t_-^-) = 0 \tag{6.12}
\]

when \(\sigma\) switches from \(i\) to \(j\) where

\[
E_i = Y_i^T A_i^{-1} X_i, \tag{6.13}
\]

Moreover,

\[
z(t) = Y_{\sigma(t)}^T x(t) \tag{6.14}
\]

for all \(t\), \(\mathcal{G}(\tilde{E}_i, I) = Y_i^T \mathcal{G}(E_i, A_i)\) and \(z\) is continuous during switching if and only if the same is true of \(Y_i^T x\). Hence, GUES of the new system (6.10)-(6.12) and the original system (5.3)-(5.4) are equivalent.

**Proof:** Consider any solution \(x(\cdot)\) of the original system (5.2) and let

\[
z(t) = Y_{\sigma(t)}^T x(t). \tag{6.15}
\]

Suppose \(t\) is a point of continuity of \(\sigma\) and \(\sigma(t) = i\). Then \(z(t) = Y_i^T x(t)\) and \(X_i Y_i^T \dot{x} = A_i x\). Since \(A_i\) is invertible, we can multiply both sides of the last equation by \(Y_i^T A_i^{-1}\) to obtain \(Y_i^T A_i^{-1} X_i Y_i^T \dot{x} = Y_i^T x\), that is,

\[
\mathcal{G}(\tilde{E}_{\sigma(t)} z = z, \tag{6.16}
\]

where $\bar{E}_i = Y_i^T A_i^{-1} X_i$.

We now claim that there is a matrix $T_i$ such that $x(t) = T_i z(t)$. Since $\sigma(t) = i$, it follows that $x(t)$ must be in the consistency space $\mathcal{C}_i$ of $(E_i, A_i)$. Since $\mathcal{C}_i$ and the kernel of $E_i$ intersect only at zero and the kernel of $Y_i^T$ is contained in the kernel of $E_i$, it follows that $\mathcal{C}_i$ and the kernel of $Y_i^T$ intersect only at zero. This implies that the restriction of $Y_i^T$ to $\mathcal{C}_i$ yields a one-to-one map. $\mathcal{C}_i$ onto the subspace $Y_i^T \mathcal{C}_i$. Thus, this map has an inverse map $T_i$ from $Y_i^T \mathcal{C}_i$ to $\mathcal{C}_i$; hence $x(t) = T_i z(t)$, that is,

$$x(t) = T_{\sigma(t)} z(t). \tag{6.17}$$

Now suppose $\sigma$ is discontinuous at $t_s$ and switches from $i$ to $j$; then

$$x(t^-) = T_i z(t^-) \quad \text{and} \quad z(t^+) = Y_j^T x(t^+)$$

and switching conditions (5.3)-(5.4) imply (6.11)-(6.12).

We now show that the consistency space of $(\bar{E}_i, I)$ is $Y_i^T \mathcal{C}_i$. Considering $k$ sufficiently large, we have

$$\mathcal{C}_i = \text{Im}((A_i^{-1} E_i)^k),$$
$$\mathcal{C}(\bar{E}_i, I) = \text{Im}(\bar{E}_i^k) = \text{Im}(\bar{E}_i^{k+1}).$$

Now note that

$$Y_i^T (A_i^{-1} E_i)^k = Y_i^T (A_i^{-1} X_i Y_i^T)^k = (Y_i^T A_i^{-1} X_i)^k Y_i^T = E_i^k Y_i^T. \tag{6.18}$$

Since $\bar{E}_i = Y_i^T A_i^{-1} X_i$, we must have

$$\text{Im}(\bar{E}_i^k) = \text{Im}(E_i^{k+1}) = \text{Im}(E_i^{k+1} Y_i^T A_i^{-1} X_i) \subset \text{Im}(E_i^{k+1} Y_i^T) \subset \text{Im}(\bar{E}_i^k).$$

This implies that $\text{Im}(E_i^k Y_i^T) = \text{Im}(E_i^k) = \mathcal{C}(\bar{E}_i, I)$. It now follows from (6.18) that $Y_i^T \mathcal{C}_i = Y_i^T \text{Im}((A_i^{-1} E_i)^k) = \text{Im}(E_i^k Y_i^T)$. This yields the desired result that $\mathcal{C}(\bar{E}_i, I) = Y_i^T \mathcal{C}_i$.

Consider now any continuous solution $z(\cdot)$ of the new descriptor system (6.10)-(6.12), and let $x(t) = T_{\sigma(t)} z(t)$. We will show that $z(\cdot)$ is a solution of the original system. Suppose $t$ is a point of continuity of $\sigma$ and $\sigma(t) = i$. Then $z(t)$ is in $\mathcal{C}_i$ and $x(t) = T_i z(t)$. Since $T_i$ is the inverse of $Y_i^T$ restricted to $\mathcal{C}_i$, we see that $x(t) \in \mathcal{C}_i$ and $z(t) = Y_i^T x(t)$. Also

$$x = T_i z = T_i \bar{E}_i \dot{z} = T_i Y_i^T A_i^{-1} X_i Y_i^T \dot{x} = T_i Y_i^T A_i^{-1} E_i \dot{x}.$$

Since $x$ is in $\mathcal{C}_i$, we have $A_i^{-1} E_i x \in \mathcal{C}_i$; recalling that $T_i Y_i^T$ is the identity operator on $\mathcal{C}_i$, we obtain that $T_i Y_i^T A_i^{-1} E_i \dot{x} = A_i^{-1} E_i \dot{x}$. Thus $x = A_i^{-1} E_i \dot{x}$. Now suppose $\sigma$ is discontinuous at $t_s$ and switches from $i$ to $j$; then

$$x(t^-) = T_i z(t^-) \quad \text{and} \quad z(t^+) = Y_j^T x(t^+),$$

and switching conditions (6.11)-(6.12) imply (5.3)-(5.4). Q.E.D.
Comment 4 (Impulse-Free Switching) In later sections we will consider systems for which $Y_d^T x$ is continuous during switching; this is equivalent to the following switching condition. If $\sigma$ switches from $i$ to $j$ at a point of discontinuity $t_*$, then,

$$Y_i^T x(t_-) = Y_j^T x(t_+).$$  \hfill (6.19)

Since $x(t_+)$ must be in $\mathcal{C}_j = \mathcal{C}(E_j, A_j)$, the above switch can only occur at states $x(t_-)$ in $\mathcal{C}_i = \mathcal{C}(E_i, A_i)$ for which

$$Y_i^T x(t_-) \in Y_i^T \mathcal{C}_i.$$  \hfill (6.20)

The system cannot switch from an arbitrary state in $\mathcal{C}_i$ unless

$$Y_i^T \mathcal{C}_i \subset Y_j^T \mathcal{C}_j.$$  \hfill (6.21)

Conditions (6.20) and (6.21) are sufficient to ensure impulse-free switching and in this thesis we only consider impulse-free switching. Thus, to be able to arbitrarily switch from one subsystem to another, one would need

$$Y_i^T \mathcal{C}_i = Y_j^T \mathcal{C}_j \quad \forall \quad i, j = 1, \ldots, N.$$  \hfill (6.22)

Otherwise, switching has to be restricted.

However, if $(E_j, A_j)$ is index one and $Y_j \in \mathbb{R}^{r \times n}$ is full column rank, where $r = \text{rank}(E)$, then, switching to this system can occur from any state. To see this, recall that the kernel of $Y_j^T$ and $\mathcal{C}_j$ intersect only at the origin, and since the system $(E_j, A_j)$ is index one, the dimension of $\mathcal{C}_j$ is $r = \text{rank}(E_j)$. Hence the dimension of $Y_j^T \mathcal{C}_j$ is $r$. Since $Y_j^T \in \mathbb{R}^{r \times n}$, we now see that $Y_j^T \mathcal{C}_j = \mathbb{R}^r$; hence (6.20) is satisfied for any $x(t_-)$. This means that switching to an index one system can occur from any state.

Note that, for any system, if $E_i = E$ for all $i$ and $Ex$ is continuous, then $Y_i^T x$ is continuous for any full rank decomposition and $(X, Y)$ of $E$.

Before proceeding further, we present the following lemma.

**Lemma 20** \cite{118} For matrices $A_{m \times n}$ and $B_{n \times p}$, the following statements are true.

(i) $\text{rank}(AB) = \text{rank}(A)$ and $\text{Im}(AB) = \text{Im}(A)$ if $\text{rank}(B) = n$.

(ii) $\text{rank}(AB) = \text{rank}(B)$ and $\text{ker}(AB) = \text{ker}(B)$ if $\text{rank}(A) = n$. 

---
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6.2.4 Arbitrary switching

As mentioned earlier, the system can arbitrarily switch from \( \sigma = i \) to \( \sigma = j \) if

\[
Y_i^T C_i = Y_j^T C_j \quad \text{for all} \quad i, j = 1, \ldots, N.
\]  
(6.23)

In this section, we explore some cases under which this condition is satisfied for index-one descriptor systems. If all the descriptor systems \((E_i, A_i)\) for \(i = 1, \cdots, N\) are index-one, then the consistency space \( C_i \) is given by

\[
C_i = \text{Im}(A_i^{-1} E_i) \quad \text{and} \quad Y_i^T C_i = \text{Im}(Y_i^T A_i^{-1} X_i Y_i^T).
\]  
(6.24)

Since \((E_i, A_i)\) is index-one, \(Y_i^T A_i^{-1} X_i \in \mathbb{R}^{r \times r}\) is non-singular, where \(r = \text{rank}(E_i)\), we can apply Lemma 20 to conclude that

\[
Y_i^T C_i = \text{Im}(Y_i^T A_i^{-1} X_i Y_i^T) = \text{Im}(Y_i^T A_i^{-1} X_i) = \mathbb{R}^r.
\]  
(6.25)

Hence (6.22) is satisfied as long as

\[
r = \text{rank}(E_i) = \text{rank}(E_j) \quad \text{for any} \quad i, j = 1, \ldots, N.
\]

In this thesis, we focus on arbitrary switching under the condition that \(r = \text{rank}(E_i) = \text{rank}(E_j)\) for any \(i, j = 1, \ldots, N\) and \(Y^T x\) is continuous.

For index-one switched descriptor systems, continuity of \(Y^T x\) provides the initial conditions for the next mode of operation (see condition 6.19). For switched descriptor systems with different indices (for example, switching between index-one and index-two systems), continuity of \(Y^T x\) also provides the appropriate time-instant at which impulse free switching is possible, thus leading to state dependent switching. We consider switched descriptor systems with different indices, in the next chapter.

Now, we present a similar reduced order system in the input-output framework for an index-one descriptor system. This reduced ordered system will be used later to derive a KYP-like Lemma for SISO index-one descriptor systems.

**Theorem 31** Consider the following index-one descriptor system

\[
\Sigma_n: \begin{cases}
E\dot{x}(t) &= Ax(t) + bu(t); \\
y(t) &= c^T x(t) + du(t)
\end{cases}
\]  
(6.26)

with \(E, A \in \mathbb{R}^{n \times n}, b, c \in \mathbb{R}^n, d \in \mathbb{R}\) and \(\text{rank}(E) = r < n\). Let \(E = XY^T\) be a full rank decomposition of the singular matrix \(E\). Then \(\Sigma_n\) can be written as

\[
\Sigma_p: \begin{cases}
\dot{z}(t) &= \tilde{A}z(t) + \tilde{b}u(t); \\
y(t) &= \tilde{c}^T z(t) + \tilde{d}u(t)
\end{cases}
\]  
(6.27)
with
\[ \tilde{A} = (Y^T A^{-1} X)^{-1}, \quad \tilde{b} = (Y^T A^{-1} X)^{-1} Y^T A^{-1} b, \]
\[ \tilde{c}^T = c^T A^{-1} X (Y^T A^{-1} X)^{-1}, \quad d = d - c^T A^{-1} b + c^T A^{-1} X (Y^T A^{-1} X)^{-1} Y^T A^{-1} b \]

and \( z(t) = Y^T x(t) \).

**PROOF:** Consider \( E \dot{x}(t) = Ax(t) + bu(t) \), and right-multiply both sides by \( Y^T A^{-1} \) to obtain
\[ Y^T A^{-1} X Y^T \dot{x}(t) = Y^T x(t) + Y^T A^{-1} b u(t). \]
Thus \( Y^T A^{-1} X \dot{z}(t) = z(t) + Y^T A^{-1} b u(t) \) which further implies
\[ \dot{z}(t) = (Y^T A^{-1} X)^{-1} z(t) + (Y^T A^{-1} X)^{-1} Y^T A^{-1} b u(t). \]

Now consider \( y(t) = c^T x(t) + d u(t) \) and substitute \( x(t) = A^{-1} E \dot{x}(t) - A^{-1} b u(t) \) to obtain
\[ y(t) = c^T (A^{-1} E \dot{x}(t) - A^{-1} b u(t)) + d u(t) \]
\[ \Rightarrow y(t) = c^T A^{-1} X \dot{z}(t) + (d - c^T A^{-1} b) u(t). \]

Again substitute \( \dot{z}(t) = (Y^T A^{-1} X)^{-1} z(t) + (Y^T A^{-1} X)^{-1} Y^T A^{-1} b u(t) \) to obtain
\[ y(t) = c^T A^{-1} X (Y^T A^{-1} X)^{-1} z(t) + (d - c^T A^{-1} b + c^T A^{-1} X (Y^T A^{-1} X)^{-1} Y^T A^{-1} b) u(t). \]

By gathering the terms together, we have
\[ \dot{z}(t) = \tilde{A} z(t) + \tilde{b} u(t); \]
\[ y(t) = \tilde{c}^T z(t) + \tilde{d} u(t) \]
as claimed.

### 6.2.5 Lur’e type switched descriptor systems

In section 6.3 and the next chapter (section 7.1) we obtain some very specific results for systems described by
\[ E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, 2\}, \]
where \( \text{rank}(A_1^{-1} E_1 - A_2^{-1} E_2) = 1 \).

In this case, one can readily show that the corresponding switching system (6.28) can be expressed as a feedback combination of the LTI system
\[ \begin{align*}
E \dot{x} &= Ax + bu, \\
y &= c^T x + du,
\end{align*} \quad (6.30) \]
subject to the switching output feedback controller

\[ u = -k_\sigma(y) \quad \text{with} \quad k_1 = 0, \quad k_2 = 1, \] (6.31)

where

\[ c^T = c_1^T - c_2^T A \quad \text{and} \quad d = -c_2^T b. \] (6.32)

This fact can be observed by choosing any column vector \( c_2 \) satisfying \( c_2^T b = -d \) and then choosing \( c_1^T = c^T + c_2^T A \). Then the output \( y \) is given by

\[ y = c^T x + du = (c_1^T - c_2^T A)x + (-c_2^T b)u \]
\[ = c_1^T x - c_2^T (Ax + bu) \]
\[ = c_1^T x - c_2^T E \dot{x}. \]

When \( u = -y \), we have \( E \dot{x} = Ax - by \); further substituting \( y = c_1^T x - c_2^T E \dot{x} \), we get

\[ E \dot{x} = Ax - b(c_1^T x - c_2^T E \dot{x}) \]
\[ \Rightarrow (E - bc_2^T E) \dot{x} = (A - bc_1^T) x. \]

Similarly for \( u = 0 \), we have \( E \dot{x} = Ax \). Now we show that the situation in which

\[ A_1 = A, \quad E_1 = E, \quad A_2 = A - bc_1^T, \quad E_2 = E - bc_2^T \] (6.33)

for some column matrices \( b, c_1 \) and \( c_2 \); the rank condition (6.29) holds. To see this, apply a matrix inversion formula to obtain that

\[ A_2^{-1} = (A - bc_1^T)^{-1} = A^{-1} + k^{-1} A^{-1} bc_1^T A^{-1}, \]

where

\[ k = 1 - c_1^T A^{-1} b = 1 + d - c^T A^{-1} b. \] (6.34)

Then computations show that

\[ A_2^{-1} E_2 = A_1^{-1} E_1 - gh^T, \quad \text{where} \quad g = A^{-1} b \quad \text{and} \quad h^T = -k^{-1} c^T A^{-1} E. \] (6.35)

Thus, rank condition (6.29) holds.

We will obtain some very specific results for these switching systems under the assumption that \( E \dot{x} \) is continuous during switching. Associated with this switching system are the constituent linear systems which we denote as follows

\[ \Sigma_1 : E_1 \dot{x} = A_1 x, \quad \Sigma_2 : E_2 \dot{x} = A_2 x. \]

We consider the case in which both of the above systems are index one in Section 6.3. Section 7.1 considers cases when the systems have mixed index.
6.3 RESULTS FOR INDEX-ONE SYSTEMS

In this section, we consider switching descriptor systems for which each constituent system is an index-one system. First, we obtain a general result. We then use this result and Theorem 29 from [65] to obtain a simple spectral characterization of stability for a special class of Lur’e type switching descriptor systems.

The following general result is a corollary of Lemmas 18 and 19.

**Corollary 7** Consider a switching descriptor system described by (5.2) where \( Y^T \sigma x \) is continuous during switching and \((X_i,Y_i)\) is a decomposition of \( E_i \) with \( Y_i \in \mathbb{R}^{n \times r} \) for \( i = 1, \ldots, N \). Suppose that there is a symmetric positive-definite matrix \( P \) satisfying
\[
P \tilde{E}_i + \tilde{E}_i^T P < 0 \quad \text{for} \quad i = 1, \cdots, N
\] (6.36)
where \( \tilde{E}_i = Y_i^T A_i^{-1} X_i \). Then the system is GUES.

**Comment 5** Satisfaction of (6.36) implies that each \( \tilde{E}_i \) must be Hurwitz. If \( E_i \) is singular and \((X_i,Y_i)\) is a full rank decomposition then \((E_i,A_i)\) must be index-one and stable.

6.3.1 A special class of index-one systems

Here, we consider systems described by
\[
E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1,2\},
\] (6.37)
where each constituent system is index one and stable. We show that if a simple eigenvalue condition holds then, the system is Quadratically Stable (QS), hence it is GUES. To achieve this result, we utilize Theorem 29 from [65]; in this chapter, we explore the connection between passivity and common Lyapunov functions to obtain compact conditions for the existence of a common solution to the Lyapunov equation for a pair of matrices. The following result follows from Corollary 7 and Theorem 29.

**Theorem 32** Consider a switching descriptor system described by (6.37), where \( Y_{\sigma}^T x \) is continuous during switching and \((X_i,Y_i)\) is a full rank decomposition of \( E_i \) with \( Y_i \in \mathbb{R}^{n \times r} \) for \( i = 1,2 \). Suppose that the following conditions are satisfied, where \( \tilde{E}_i = Y_i^T A_i^{-1} X_i \).

(a) \((E_1,A_1)\) and \((E_2,A_2)\) are stable.
(b) \((E_1,A_1)\) and \((E_2,A_2)\) are index-one.
(c) \( \text{rank}(\tilde{E}_1 - \tilde{E}_2) = 1 \)
(d) \( \tilde{E}_1 \tilde{E}_2 \) has no negative real eigenvalues.
Then the switching descriptor system (6.37) is GUES.

**Proof:** For each $i \in \{1, 2\}$, the pair $(X_i, Y_i)$ is a full rank decomposition of $E_i$ and $(E_i, A_i)$ is index one and stable; hence $\tilde{E}_i$ is Hurwitz (see Corollary 1.) Since $\text{rank}(\tilde{E}_1 - \tilde{E}_2) = 1$ there exist column matrices $g$ and $h$ such that $\tilde{E}_2 = \tilde{E}_1 - gh^T$. Since $\tilde{E}_1 \tilde{E}_2$ has no negative real eigenvalues, it now follows from Theorem 29 that there exists a symmetric positive-definite matrix $P$ such that

$$P \tilde{E}_i + \tilde{E}_i^T P < 0 \quad \text{for} \quad i = 1, 2.$$  

(6.38)

Corollary 7 now implies that the switching descriptor system (6.37) is GUES. Q.E.D.

### 6.3.2 Lur'e type switching systems

Consider the situation in which

$$A_1 = A, \quad E_1 = E, \quad A_2 = A - bc_1^T, \quad E_2 = E - bc_2^T E$$

(6.39)

for some column matrices $b, c_1$ and $c_2$ where $d = -c_2^T b \neq -1$ and $Ex$ is continuous during switching. Suppose that $(X, Y)$ is a full rank decomposition of $E$; then $(X_2, Y)$ is a full rank decomposition of $E_2$, where $X_2 = (I - bc_2^T)X$. Also, continuity of $Ex$ and $Y^T X$ are equivalent.

As demonstrated in Section 6.3.2, one can readily show that this system can be expressed as a feedback combination of the LTI system (6.30) subject to the switching feedback (6.31). We will show that hypothesis (c) of the previous lemma holds and hypothesis (d) is equivalent to $(d') A_1^{-1} E_1 A_2^{-1} E_2$ has no negative real eigenvalues.

To show that (c) holds, we recall (6.35) which says that

$$A_2^{-1} E_2 = A_1^{-1} E_1 + k^{-1} A_1^{-1} b c_1^T A_1^{-1} E_1;$$

hence, pre-multiplication by $Y^T$ results in

$$E_2 Y^T = E_1 Y^T - gh^T Y^T,$$

where

$$\tilde{g} = Y^T A_1^{-1} b \quad \text{and} \quad h^T = -k^{-1} c_2^T A_1^{-1} X.$$  

(6.40)

Since $Y^T$ is full row rank, we must have

$$E_2 = \tilde{E}_1 - gh^T;$$

(6.41)

thus, hypothesis (c) holds. To obtain the equivalency of (d) and $(d')$ we first compute that

$$E_1 E_2 = (Y^T A_1^{-1} X) (Y^T A_2^{-1} X_2) = Y^T (A_1^{-1} E_1 A_2^{-1} X_2)$$
Now, we use the fact that the non-zero eigenvalues of $MN$ and $NM$ coincide for any two matrices $M$ and $N$ of compatible dimensions. This implies that the non-zero eigenvalues of $\tilde{E}_1\tilde{E}_2$ are the same as those of $(A_1^{-1}E_1A_2^{-1}X_2)Y^T = A_1^{-1}E_1A_2^{-1}E_2$.

It now follows that (d) and (d’) are equivalent.

6.4 KYP-LIKE LEMMA FOR SISO INDEX-ONE SYSTEMS

An alternative statement of the KYP lemma for regular SISO systems is that strict positive realness of $H(s) = d + c^T(sI - A)^{-1}b$ with $d > 0$ is equivalent to the existence of a matrix $P = P^T > 0$ satisfying

$$A^TP + PA < 0 \quad \text{and} \quad \left( A - \frac{bc^T}{d} \right)^T P + P \left( A - \frac{bc^T}{d} \right) < 0.$$ 

From Theorem 7, a regular SISO transfer is SPR for $d > 0$ if and only if the matrix $\left( A - \frac{1}{d}bc^T \right)A$ has no eigenvalues on the closed negative real axis $(-\infty, 0]$. Based on these observations, we can conclude that if $A$ and $A - \frac{bc^T}{d}$ are Hurwitz matrices, then the switched system

$$\dot{x}(t) = A(t)x(t); \quad A(t) \in \mathcal{A} = \left\{ A, A - \frac{bc^T}{d} \right\}$$

has the CQLF $V(x) = x^TPx$ if and only if the matrix product $A \left(A - \frac{bc^T}{d}\right)$ has no negative real eigenvalues (see Theorem 29).

Now, we recall our earlier result from Theorem 14 stating that

$$H(s) = d + c^T(sE - A)^{-1}b = \tilde{d} + c^T(sI - \tilde{A})^{-1}\tilde{b}$$

(see Theorems 14 and 31) is SPR if and only if $\tilde{A}^{-1}(\tilde{A}^{-1} + \tilde{A}^{-1}\tilde{b}(d - \tilde{c}^T\tilde{A}^{-1}\tilde{b})^{-1}\tilde{c}^T\tilde{A}^{-1}) = \tilde{E}_1\tilde{E}_2$ has no negative real eigenvalues, where $\tilde{E}_1 = Y^TA^{-1}X$ and $\tilde{E}_2 = Y^T \left(A - \frac{bc^T}{d}\right)^{-1}X$.

Under these circumstances, we can apply Theorems 29 and 32 to show that there exists a Lyapunov function $V(z) = z^TPz > 0$ for $z \neq 0$ such that

$$\tilde{E}_1^TP + \tilde{P}\tilde{E}_1 < 0 \quad \text{and} \quad \tilde{E}_2^TP + \tilde{P}\tilde{E}_2 < 0.$$
hence
\[ E^T A^{-T} P + PA^{-1} E \] is negative definite on \( \mathcal{C}(E,A) \) and
\[ E^T \left( A - \frac{bc^T}{d} \right)^{-T} P + P \left( A - \frac{bc^T}{d} \right)^{-1} E \] is negative definite on \( \mathcal{C}(E,A - \frac{bc^T}{d}) \).

where \( P = Y\widetilde{Y}^T \) is positive definite on \( \mathcal{C}(E,A) \) and \( \mathcal{C}(E,A - \frac{bc^T}{d}) \). Based on this discussion, we can directly state a KYP-like Lemma for SISO index-one descriptor systems.

**Lemma 21** Let \((E,A)\) and \((E,A - \frac{bc^T}{d})\) be two stable index-one descriptor system pairs. Then the following statements are equivalent:

(i) \( d + \Re\{c^T(j\omega E - A)^{-1}b\} > 0 \) for all \( \omega \in \mathbb{R} \cup \{\pm \infty\} \).

(ii) There exists a matrix \( P = P^T \), positive definite on \( \mathcal{C}(E,A) \) and \( \mathcal{C}(E,A - \frac{bc^T}{d}) \), such that

(a) \( E^T A^{-T} P + PA^{-1} E \) is negative definite on \( \mathcal{C}(E,A) \) and

(b) \( E^T \left( A - \frac{bc^T}{d} \right)^{-T} P + P \left( A - \frac{bc^T}{d} \right)^{-1} E \) is negative definite on \( \mathcal{C}(E,A - \frac{bc^T}{d}) \).

**6.5 Examples**

**Example 1 (Switching between index one descriptor systems)**

Consider the switched descriptor system:
\[ E \dot{x} = A(t)x, \quad A(t) \in \{A_1, A_2\} \]

with
\[
E = \begin{bmatrix} 3 & 7 & 8 \\ 1 & 3 & 1 \\ 3 & 7 & 8 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -1 & -2 & -3 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -1 & -2 & -4 \end{bmatrix},
\]

where \(Ex\) is continuous during switching. Note \((E,A_1)\), \((E,A_2)\) are both stable systems and that the switched system satisfies the assumptions of Lemma 2. Stability of the switched descriptor system follows from the fact that \(EA_1^{-1}EA_2^{-1}\) has no negative real eigenvalues. Note also that a full rank decomposition of \(E\) is given by

\[
X = \begin{bmatrix} 1 & 1 \\ 1 & 0 \\ 1 & 1 \end{bmatrix}, \quad Y = \begin{bmatrix} 1 & 2 \\ 3 & 4 \\ 1 & 7 \end{bmatrix}.
\] (6.42)
The reduced order matrices admit a common Lyapunov solution, since both

\[ Y^T A_1^{-1} X = \begin{bmatrix} -2 & 0 \\ -1 & -2 \end{bmatrix}, \quad Y^T A_2^{-1} X = \begin{bmatrix} -3 & 0 \\ -3 & -2 \end{bmatrix}, \] (6.43)

are stable and both are lower triangular (however, this is only apparent after a full rank decomposition) [119].

Example 2 (Switching between index one descriptor systems)

Consider the following switching descriptor system

\[
E \dot{x} = A(t)x; \quad A(t) \in \{A_1,A_2\},
\]

where

\[
E = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & -1 \\ 1 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]
Assume further that $Ex$ is continuous for all $t$. A full rank decomposition of $E$ is given by

$$X = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad Y = \begin{bmatrix} 1 \\ 1 \end{bmatrix}.$$ 

Both $(E,A_1)$ and $(E,A_2)$ are stable and index-one descriptor systems. Also

$$\text{rank}(Y^TA_1^{-1}X - Y^TA_2^{-1}X) = 1$$

and the eigenvalue of $Y^TA_1^{-1}XY^TA_2^{-1}X$ is 2. Hence from Theorem 32, the switched descriptor system is GUES about zero for arbitrary switching. A solution to the system is depicted in Figure 12 with $(x_2(0),x_1(0)) = (1,1)$, and $A_1$ and $A_2$ are switched periodically with an arbitrary time period $T = 0.5 \text{sec}$. 

6.6 CONCLUSIONS

In this chapter, we derived results on the quadratic stability of a class of index-one switched descriptor systems. We obtain these results by exploiting the relationship between the strict positive realness property of an LTI system and quadratic stability of the switched system. We further showed that some of our ideas also apply to nonlinear Lur’e-like descriptor systems.
In this chapter, we consider a special case of switching between descriptor systems having different indices. Conditions for stability are obtained for such systems under special state dependent switching conditions.

7.1 INTRODUCTION

In this chapter, we consider classes of switching systems where not all constituent systems are index-one descriptor systems. We deal with two particular scenarios here.

1. switching between index-zero (regular system) and index-one descriptor systems.
2. switching between index-one and a particular class of index-two descriptor systems.

Such systems arise in various situations; in particular when the structure of a controller changes in response to an external command.

7.2 PRELIMINARY RESULTS

7.2.1 State Dependent Switching

In this chapter, we are interested in analysing the stability properties a switched system

\[ E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, \ldots, N\}, \]

where the matrix pairs \((E_i, A_i)\) may not have the same index for all \(i\). We recall from section 6.2.4 that, if \((E_i, A_i)\) is index one and \((X_i, Y_i)\) is the full rank decomposition of \(E_i\) then

\[ Y_i^T \mathcal{C}_i = \mathbb{R}^r \quad \text{for all} \quad i, j = 1, \cdots, N. \]

where \(r = \text{rank}(E_i)\). Thus, at a point of discontinuity \(t_*\), if \(\sigma\) switches from \(i\) to \(j\) we have \(Y_i^T x(t_*) \in Y_j^T \mathcal{C}_j\) thereby allowing arbitrary impulse-free switching between index-one descriptor systems. For index-two systems

\[ Y_i^T \mathcal{C}_i = \text{Im}(Y_i^T A_i^{-1} X_i Y_i^T) = \text{Im}(Y_i^T A_i^{-1} X_i) \subset \mathbb{R}^r, \]
because $Y_i^T A_i^{-1} X_i$ is singular for index-two systems. Hence we can always find $x(t^-_i)$ such
that $Y_i^T x(t^-_i) \notin Y_j^T C_j$. Thus we cannot arbitrarily switch to an index-two system. This fact
motivates state dependent switching when one of the constituent subsystems $(E_i, A_i)$ has
index-two. The state dependent switching rule proposed in this chapter is an assumption
that $Y^T \sigma x$ (or $x$) is continuous during switching. This assumption of continuity provides the
appropriate time-instant $t^*$ at which impulse free switching is possible.

Initially we consider switching between a regular system and an index-one system, and then
we use this result to analyse switching between index-one and index-two descriptor systems.

The following lemma is useful in our results for switching descriptor systems with constituent
systems having different indices.

**Lemma 22** Suppose $A, B \in \mathbb{R}^{n \times n}$ with $\text{rank}(A - B) = \text{rank}(A) - \text{rank}(B)$ and

$$A + A^T \succ 0,$$

$$B + B^T \succeq 0.$$

Then, the kernels of $B$ and $B + B^T$ are equal.

**Proof:** Since $Q_A > 0$, where $Q_A := A + A^T$, we see that $\text{rank}(A) = n$. Let $r := \text{rank}(B)$. Then, by assumption, we have $\text{rank}(A - B) = n - r$. Recall that the nullity of a matrix is the
dimension of its kernel. First, we show that the nullity of $Q_B := B + B^T$ is at most $n - r$. So,
suppose that $x \neq 0$ is in the kernel of $Q_B$. Then

$$0 = x^T Q_B x = x^T (A + A^T) x + 2 x^T (B-A) x = x^T Q_A x - 2 x^T (A-B) x,$$

Since $Q_A > 0$ and $x \neq 0$, we have $x^T Q_A x > 0$; hence $(A-B) x \neq 0$, that is, $x$ is not in the
null-space of $A-B$. Thus, the kernel of $Q_B$ and $A-B$ intersect only at zero. Since the rank of
$A-B$ is $n-r$, its nullity is $r$; hence the nullity of $Q_B$ is at most $n-r$.

We now show that the kernel of $Q_B$ contains the kernel of $B$. Therefore, suppose that $x$ is in
the kernel of $B$, that is, $B x = 0$. Then

$$x^T Q_B x = 2 x^T B x = 0.$$

Since $Q_B \succeq 0$, it follows that $Q_B x = 0$, that is, $x$ is in the kernel of $Q_B$. Thus, the kernel of
$Q_B$ contains the kernel of $B$.

Since $B$ has rank $r$, its nullity is $n-r$. Since we also know that the nullity of $Q_B$ is less than
or equal to $n-r$, it now follows that the kernel of $Q_B$ is the same as the kernel of $B$. **Q.E.D.**
7.3 SWITCHING BETWEEN INDEX-ZERO AND INDEX-ONE SYSTEMS

We first obtain this general result from Lemmas 18 and 22.

**Lemma 23** Consider a switching descriptor system described by (5.2) where \( x \) is continuous during switching. Suppose that, for some \( N_1 \leq N \), there is a symmetric positive-definite matrix \( P \) satisfying

\[
PA^{-1}_i E_i + (A^{-1}_i E_i)^T P < 0, \quad i = 1, \ldots, N_1 \tag{7.4}
\]

and for each \( j \in \{N_1 + 1, \ldots, N\} \) there is an index \( i_j \in \{1, \ldots, N_1\} \) such that

\[
rank(A^{-1}_{ij} E_{ij} - A^{-1}_j E_j) = rank(A^{-1}_{ij} E_{ij}) - rank(A^{-1}_j E_j). \tag{7.6}
\]

Then, the system is \textit{GUES}.

**Proof:** We prove this result by showing that the hypotheses of Lemma 18 hold. Since \( P \) is positive definite, hypothesis (a) holds. Also, the continuity of \( x(t) \) implies that hypothesis (c) holds. To see that hypothesis (b) holds, we apply Lemma 22 with \( A = -PA^{-1}_j E_j \) and \( B = -PA^{-1}_j E_j \) to obtain that the kernel of \( Q_j := -PA^{-1}_j E_j - (A^{-1}_j E_j)^T P \) is the same as that of \(-PA^{-1}_j E_j\) which also equals the kernel of \( A^{-1}_j E_j \); thus \( Q_j \) and \( A^{-1}_j E_j \) have the same kernel. Since \( Q_j \geq 0 \) and the kernel of \( A^{-1}_j E_j \) and \( \mathcal{C}(E_j, A_j) \) intersect only at zero, we conclude that \( Q_j \) is positive definite on the consistency space of \( (E_j, A_j) \). Hypothesis (b) now follows by taking into account (7.4). It now follows from Lemma 18 that the switching system (6.37) is \textit{GUES}. \textit{Q.E.D.}

7.3.1 A special class of index-0 and index-one systems

Here we consider systems described by

\[
E_{\sigma(t)} x = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, 2\} \tag{7.7}
\]

where each constituent system is stable, with the first being index zero and the second index one; also the rank of \( A^{-1}_1 E_1 - A^{-1}_2 E_2 \) is one. We show that if the matrix \( A^{-1}_1 E_1 A^{-1}_2 E_2 \) has no negative real eigenvalues, exactly one eigenvalue at zero and some other regularity conditions hold then, the system is \textit{QS}; hence it is stable. To achieve this result, we utilize Theorem 30 from [68]. The following result follows from Lemma 23 and Theorem 30.

**Theorem 33** Consider a switching descriptor system described by (7.7) where \( x \) is continuous during switching and suppose that it satisfies the following conditions

(a) \((E_1, A_1)\) and \((E_2, A_2)\) are stable.
(b) \((E_1, A_1)\) is index-zero and \((E_2, A_2)\) is index-one.

(c) There exists column matrices \(g\) and \(h\) such that
\[
A_2^{-1}E_2 = A_1^{-1}E_1 - gh^T,
\]
where \((A_1^{-1}E_1, g)\), \((A_1^{-1}E_1, h)\) are controllable and observable, respectively.

(d) The matrix \(A_1^{-1}E_1A_2^{-1}E_2\) has no negative real eigenvalues and exactly one zero eigenvalue.

Then the switching descriptor system \((7.7)\) is globally uniformly exponentially stable about zero.

**Proof:** We first show that the hypotheses of Theorem 30 hold with \(A = A_1^{-1}E_1\). For \(i = 1, 2\), \((E_i, A_i)\) is stable; hence the non-zero eigenvalues of \(A_i^{-1}E_i\) have negative real parts. Since \((A_1, E_1)\) is index zero, \(A_1^{-1}E_1\) is nonsingular and has no zero eigenvalues. This implies that \(A_1^{-1}E_1\) is Hurwitz.

Since \(A_1^{-1}E_1A_2^{-1}E_2\) has exactly one eigenvalue at zero, its nullity is one; the non-singularity of \(A_1^{-1}E_1A_2^{-1}\) now implies that the nullity of \(E_2\) is one; hence the rank of \(E_2\) and \(A_2^{-1}E_2\) is \(n - 1\). Since \((E_2, A_2)\) has index one and the nullity of \(E_2\) is one, the matrix \(A_2^{-1}E_2\) has a single eigenvalue at zero. Thus, all eigenvalues of \(A_2^{-1}E_2\) have negative real part except one which is zero.

Recalling hypotheses (c) and (d) in this theorem, we see that the hypotheses of Theorem 30 hold with \(A = A_1^{-1}E_1\). Hence there exists a matrix \(P = P^T > 0\) such that
\[
PA_1^{-1}E_1 + (A_1^{-1}E_1)^TP < 0, \quad (7.9)
\]
\[
PA_2^{-1}E_2 + (A_2^{-1}E_2)^TP \leq 0. \quad (7.10)
\]
Since \(\text{rank}(A_1^{-1}E_1 - A_2^{-1}E_2) = \text{rank}(gh^T) = 1 = \text{rank}(A_1^{-1}E_1) - \text{rank}(A_2^{-1}E_2)\), Lemma 23 now implies that the switching descriptor system \((7.7)\) is globally uniformly exponentially stable about zero. **Q.E.D.**

**Comment 6 (Switching)** The above result requires \(x\) to be continuous during switching. It follows from \((7.4)\) that \(A_1^{-1}E_1\) is nonsingular; this implies that the system \((E_1, A_1)\) is a regular system and its consistency space is the whole state space. Hence switching to this system can occur at any state. Except in the trivial case that \(A_2^{-1}E_2 = A_1^{-1}E_1\), the matrix \(E_2\) is singular which implies that the index of \((E_2, A_2)\) is at least one; hence the consistency space of this system is not the whole state space. Thus, the switching system does not switch to the second linear system from an arbitrary point in the state space. To switch to the second system, the state must be in the consistency space of that system.
7.4 Switching Between Index One and Index Two Systems

7.3.2 Lur’e type switching systems

Consider the situation in which the system is a Lur’e type system as described in Section 6.2.5. Then hypothesis (c) holds with

\[ g = A^{-1}b \quad \text{and} \quad h^T = k^{-1}c^T A^{-1}E \quad \text{where} \quad k = 1 + d - c^T A^{-1}b. \]  

(7.11)

Assuming \((E_1, A_1)\) is index zero is equivalent to \(E\) being non-singular. If \((E_2, A_2)\) is index-one then \(E_2 = (I - bc^T)E\) is singular; this is equivalent to \(d = -c_i^T b = -1\).

Example 3 Switching between index-zero and index-one descriptor systems

Consider a mixed switched system of the form

\[ E_{\sigma(t)} \dot{x} = Ax, \]

where \(\sigma(t) \in \{1, 2\}\) and \(x\) is continuous. For

\[ E_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad E_2 = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} -1 & 0 \\ 1 & -2 \end{bmatrix}, \]

note that \((E_1, A)\) is a stable regular system and the pair \((E_2, A)\) is a stable index one descriptor system. Note also that \(A^{-1}E_1 - A^{-1}E_2 = gh^T\), where \(g^T = \begin{bmatrix} 1 & 0 \end{bmatrix}\) and \(h^T = \begin{bmatrix} 0 & 1 \end{bmatrix}\) and the pairs \((A^{-1}E_1, g)\) and \((A^{-1}E_1, h)\) are controllable and observable, respectively. The eigenvalues of \(A^{-1}E_1A^{-1}E_2\) are \((1.75, 0)\). Hence from Theorem 33, the switched system described above is globally uniformly exponentially stable about zero.

7.4 Switching Between Index One and Index Two Systems

Now to conclude, we consider switching between index-one and index-two descriptor systems. First we have the following result which is a corollary of Lemmas 19 and 23.

Corollary 8 Consider a switching descriptor system described by (5.2) where \(Y_{\sigma}^T x\) is continuous during switching and \((X_i, Y_i)\) is a decomposition of \(E_i\) with \(Y_i \in \mathbb{R}^{n \times r}\) for \(i = 1, \ldots, N\). Suppose that, for some \(N_1 \leq N\), there is a symmetric positive-definite matrix \(P\) such that the following conditions are satisfied, where \(\tilde{E}_i = Y_i^T A_i^{-1}X_i\).

\[ PE_i + E_i^T P < 0, \quad i = 1, \ldots, N_1 \]  

(7.12)

\[ PE_j + E_j^T P \leq 0, \quad j = N_1 + 1, \ldots, N \]  

(7.13)

and for each \(j \in \{N_1 + 1, \ldots, N\}\) there is an index \(i_j \in \{1, \ldots, N_1\}\) such that

\[ \text{rank}(\tilde{E}_{i_j} - \tilde{E}_j) = \text{rank}(\tilde{E}_{i_j}) - \text{rank}(\tilde{E}_j). \]  

(7.14)

Then, the system is globally uniformly exponentially stable about zero.
7.4.1 A special class of index-one and index-two systems

The following result can be obtained from Lemma 19 and Theorem 33.

**Theorem 34** Consider a switching descriptor system described by

\[ E_{\sigma(t)} \dot{x} = A_{\sigma(t)} x, \quad \sigma(t) \in \{1, 2\}, \quad (7.15) \]

where \( Y_{\sigma}^T x \) is continuous during switching and \((X_i, Y_i)\) is a full rank decomposition of \( E_i \) with \( Y_i \in \mathbb{R}^{n \times r} \) for \( i = 1, 2 \). Suppose that the following conditions are satisfied where \( \tilde{E}_i = Y_i^T A_i^{-1} X_i \) for \( i = 1, 2 \).

(a) \((E_1, A_1)\) and \((E_2, A_2)\) are stable.

(b) \((E_1, A_1)\) is index one and \((E_2, A_2)\) is index two.

(c) There exists, vectors \( g \) and \( h \) such that

\[ E_2 = \tilde{E}_1 - gh^T \quad (7.16) \]

with \((\tilde{E}_1, g)\) controllable and \((\tilde{E}_1, h)\) observable.

(d) \( \tilde{E}_1 \tilde{E}_2 \) has no negative real eigenvalues and exactly one zero eigenvalue.

Then the switched descriptor system \((7.15)\) is globally uniformly exponentially stable about zero.

**Proof:** Recall Lemma 19 on reduced order systems. Since \((X_1, Y_1)\) is a full rank decomposition of \( E_1 \) and \((A_1, E_1)\) is stable and index-one, its corresponding reduced order system \((\tilde{E}_1, I)\) is stable and index-zero. Since \((X_2, Y_2)\) is a full rank decomposition of \( E_2 \) and \((A_2, E_2)\) is stable and index-two, its corresponding reduced order system \((\tilde{E}_2, I)\) is stable and index one. Theorem 33 now guarantees guesses of the reduced-order switching system. Lemma 19 now implies the same stability properties for the switching system \((7.15)\). Q.E.D.

7.4.2 Lur’e type switching systems

Consider the situation in which the system is a Lur’e type system as described in Section 6.2.5 with \( d = -c_2^T b = -1 \) and \( Ex \) is continuous during switching. Suppose \((X, Y)\) is a full rank decomposition of \( E \). Then \((X_2, Y)\) is a decomposition of \( E_2 \), where \( X_2 = (I - bc_2^T)X \).

This is not a full rank decomposition since \( X_2 \) does not have maximum column rank. Also, continuity of \( Ex \) and \( Y_2^T x \) are equivalent.

We will show that hypotheses \( (c) \) and \( (d) \) of the above lemma are equivalent to the following hypotheses.
(c’) The matrices

\[ Q_c := \begin{bmatrix} EA^{-1}b & (EA^{-1})^2b & \cdots & (EA^{-1})^rb \end{bmatrix} \tag{7.17} \]

\[ Q_o := \begin{bmatrix} c^TA^{-1}E \\ c^T(A^{-1}E)^2 \\ \vdots \\ c^T(A^{-1}E)^r \end{bmatrix} \tag{7.19} \]

have maximum rank \( r = \text{rank}(E) \), where \( c^T = c_1^T - c_2^TA \).

(d’) \( A_1^{-1}E_1A_2^{-1}E_2 \) has no negative real eigenvalues and \( n - r + 1 \) eigenvalues at zero.

In Section 6.3.2, we have already seen that \( \tilde{E}_2 = \tilde{E}_1 - gh^T \), where

\[ g = Y^TA^{-1}b \quad \text{and} \quad h^T = -k^{-1}c^TA^{-1}X \tag{7.20} \]

and \( k = k = 1 + d - c^TA^{-1}b = -c^TA^{-1}b \).

We now show that controllability of \((\tilde{E}_1, g)\) is equivalent to \( Q_c \) having rank \( r \). The pair \((\tilde{E}_1, g)\) is controllable if and only if the controllability matrix

\[ \tilde{Q}_c = \begin{bmatrix} g & \tilde{E}_g & \cdots & \tilde{E}^{r-1}g \end{bmatrix} \]

has rank \( r \). Since \( X \) has full column rank, the above controllability matrix has the same rank as \( X\tilde{Q}_c \). Noting that, for any \( k = 0, 1, \ldots \),

\[ \tilde{E}^k = X(Y^TA^{-1}X)^k = (XY^TA^{-1})^kX = (EA^{-1})^kX, \]

we obtain that

\[ \tilde{E}^kg = (EA^{-1})^kXY^TA^{-1}g = (EA^{-1})^{k+1}g. \]

Hence, \( X\tilde{Q}_c = Q_c \) which yields the desired result.

We now show that observability of \((\tilde{E}_1, h)\) is equivalent to \( Q_o \) having rank \( r \). Since \( h^T = -k^{-1}c^TA^{-1}X \), we see that the pair \((\tilde{E}_1, h)\) is observable if and only if the matrix

\[ \tilde{Q}_o = \begin{bmatrix} \hat{h}^T \\ \hat{h}^T\tilde{E} \\ \vdots \\ \hat{h}^T\tilde{E}^r \end{bmatrix} \]
has rank $r$, where $\tilde{h}^T = c^T A^{-1} X$. Since $Y^T$ has full row rank, the above observability matrix has the same rank as $\tilde{Q}_o Y^T$. Noting that, for any $k = 0, 1, \ldots$,
\[ E^k Y^T = (Y^T A^{-1} X)^k Y^T = Y^T (A^{-1} X Y^T)^k = Y^T (A^{-1} E)^k, \]
we obtain that
\[ \tilde{h}^T E^k Y^T = c^T A^{-1} Y^T (A^{-1} E)^k = c^T (A^{-1} E)^{k+1}. \]
Hence $\tilde{Q}_o Y^T = Q_o$. This yields the desired result.

To obtain the equivalency of $(d)$ and $(d')$, we observe that
\[ E_1 E_2 = (Y^T A_1^{-1} X) (Y^T A_2^{-1} X_2) = Y^T (A_1^{-1} E_1 A_2^{-1} X_2) \]
\[ A_1^{-1} E_1 A_2^{-1} E_2 = (A_1^{-1} E_1 A_2^{-1} X_2) Y^T. \]
The desired result now follows from the fact that, for any two matrices $M, N \in \mathbb{R}^{n \times r}$, the eigenvalues of $MN^T$ are the eigenvalues of $N^T M$ plus $n - r$ eigenvalues at zero.

7.5 CONCLUSIONS

In this chapter, we provided a state dependent switching rule associated with a simple spectral condition under which switching between index zero and index one or index-one and index-two descriptor systems is GUES. These ideas also extend to nonlinear Lur’e-like descriptor systems.
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DISCRETIZATION

In this part, we explore passivity and mixedness preserving discretization methods for descriptor systems. We also consider the stability preserving properties of diagonal Padé approximations to the matrix exponential. We show that while diagonal Padé approximations preserve quadratic stability when going from continuous-time to discrete-time, the converse is not true.
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BACKGROUND AND PRELIMINARY RESULTS

In this chapter, we introduce discretization methods used to preserve passivity and Lyapunov stability of regular LTI systems. These methods will be used in later chapters to develop similar methods for LTI descriptor systems.

8.1 INTRODUCTION

In this chapter, we present some existing results on the topics discretization of LTI systems and linear switched systems. Our primary goal is to find suitable discretization methods which preserve the properties of passivity, mixedness and Lyapunov stability of descriptor systems. Our approach to find appropriate discretization methods for descriptor systems is based on the understanding of similar discretization methods for regular systems. However, there exist no prior work on the topic of discretization of regular mixed systems. Hence we focus primarily on passivity preserving and Lyapunov stability preserving discretization methods in this background chapter.

8.2 PRESERVING PASSIVITY UNDER DISCRETIZATION

Discretization methods for LTI systems can be classified into two broad categories:

1. discretizing the continuous-time transfer functions and
2. discretizing the continuous-time state space model.

Initially, we consider discretization methods for continuous-time transfer functions.

8.2.1 Discretizing the transfer function

In this thesis, we primarily focus on Tustin’s Method owing to its passivity preserving nature, as understood from the following Lemma. For $-\pi \leq \theta \leq \pi$ and $-\infty \leq \omega \leq \infty$, we can state the following.

Lemma 24 [69] Let $H(j\omega)$ be a continuous-time transfer function and assume that $H(j\omega)$ is discretized by the Tustin discretization method with sampling period $h$. The discrete-time transfer function is given by

$$G(e^{j\theta}) = H\left(\frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1}\right).$$

(8.1)
If \( H(j\omega) \) is continuous-time positive real, then \( G(e^{j\theta}) \) is discrete-time positive real.

Now, we consider the following continuous-time state space model:

\[
\Sigma_c : \begin{cases} 
\dot{x}(t) &= A_c x(t) + B_c u(t), \\
y(t) &= C_c^T x(t) + D_c u(t), 
\end{cases} \tag{8.2}
\]

with the corresponding transfer function

\[
H_c(j\omega) = D_c + C_c^T (j\omega I - A_c)^{-1} B_c. \tag{8.3}
\]

Tustin’s method of numerical approximation for the transfer function \( H_c(s) \) results in

\[
H_d(j\omega) = H_c \left( \frac{2 e^{j\theta} - 1}{h e^{j\theta} + 1} \right) = D_d + C_d^T (e^{j\theta} I - A_d)^{-1} B_d,
\]

where

\[
A_d = (I - \frac{h}{2}A_c)^{-1} \left( I + \frac{h}{2}A_c \right), \quad B_d = \frac{h}{2} \left( I - \frac{h}{2}A_c \right)^{-1} B_c, \tag{8.6}
\]

\[
C_d^T = 2C_c^T \left( I - \frac{h}{2}A_c \right)^{-1}, \quad D_d = D_c + \frac{h}{2} C_c^T \left( I - \frac{h}{2}A_c \right)^{-1} B_c. \tag{8.8}
\]

### 8.2.2 Discretizing the state space model

Here, we consider discretization of a regular continuous-time state space model given by

\[
\Sigma_c : \begin{cases} 
\dot{x}(t) &= A_c x(t) + B_c u(t), \\
y(t) &= C_c^T x(t) + D_c u(t). 
\end{cases} \tag{8.4}
\]

Assuming the presence of a ZOH element on its input with a sampling time \( h > 0 \), it can be shown that the following discrete-time state space model expresses the evolution of the state \( x \) along a discrete time axis:

\[
\Sigma_d : \begin{cases} 
x[(k+1)h] &= A_d x[kh] + B_d u[kh], \\
y[kh] &= C_d^T x[kh] + D_d u[kh], 
\end{cases} \tag{8.5}
\]

where

\[
A_d = e^{A_ch}, \tag{8.6}
\]

\[
B_d = A_c^{-1}(e^{A_ch} - I)B_c, \tag{8.7}
\]

\[
C_d = C_c, \tag{8.8}
\]

\[
D_d = D_c. \tag{8.9}
\]
Numerical methods to evaluate the matrix exponential $e^{A_c h}$ are given by Padé approximation methods (see Definition 18). However, the selection of a numerical method to evaluate the matrix exponential does not influence the passivity property. Because passivity is not an intrinsic property of the system, it depends on the choice appropriate input and output variables. Hence we postpone the discussion on Padé approximation methods to the later section.

A passivity preserving method for the state space models has been proposed by [72, 73, 74]. Traditional discretization methods for state space models do not change the output (see 8.5) and they do not preserve passivity. Hence a different output has been defined by [72, 73, 74], such that the discrete-time state space model is passive whenever the continuous-time model is passive. This new output can be defined as

$$y^*(kh) = \int_{kh}^{kh+h} y(\tau) d\tau$$

$$= C_d^T x(kh) + D_d u(kh).$$

Then

$$C_d^T = C_T A_{c}^{-1} (e^{A_c h} - I),$$

$$D_d = C_T A_{c}^{-2} (e^{A_c h} - I - A_c h) B_c + D_c h.$$ (8.11)

**Theorem 35** [76][75] Using the output $y^*$ defined above, the following relationships can be stated between the continuous-time system $\Sigma_c$, and the discrete-time equivalent $\Sigma_d$:

1. If $\Sigma_c$ is passive, then $\Sigma_d$ is passive.
2. If $\Sigma_c$ is strictly-input passive, then $\Sigma_d$ is strictly-input passive.
3. If $\Sigma_c$ is strictly-output passive, then $\Sigma_d$ is strictly-input passive.

There exists, no equivalent methods for preserving passivity of descriptor systems. This task will be carried out in the next chapter.

### 8.3 Preserving Lyapunov Stability Under Discretization

We introduce some new notation in this part of the thesis. The 2-measure of a square matrix $X$ is defined as $\mu_2(X) = \frac{1}{2} \lambda_{\max}(X + X^T)$ and the 2-norm as $\|X\|_2 = \sqrt{\lambda_{\max}(X^T X)}$. Also, letting $X_{ij}$ be the entries of $X$, we define the $\infty$-measure as $\mu_{\infty}(X) = \max_i (X_{ii} + \sum_{j \neq i} |X_{ij}|)$ and the $\infty$-norm as $\|X\|_{\infty} = \max_i \sum_j |X_{ij}|$. Let $W \in \mathbb{R}^{m \times n}$ be a weight matrix, and consider the Hölder $p$-vector norms $V_p(x) = \|W x\|_p = (\sum_{i=1}^{m} |w_i^T x|^p)^{1/p}$, $1 \leq p \leq \infty$, where $w_i$ is the $i$th row of the weight matrix $W$. 

Also, we denote the convex-hull operator using \( \text{conv} \{ \} \). Given a finite set of points \( x_1, x_2, \ldots, x_N \), the convex-hull is the convex combination of its points, given by

\[
\text{conv}\{x_i\}_{i=1}^N = \{ \sum_{i=1}^N \alpha_i x_i \mid \alpha_i \in \mathbb{R}^+ \cup \{0\}, \sum_{i=1}^N \alpha_i = 1 \}
\]

and the interior of set \( S \) is denoted using \( \text{int}(S) \).

We begin with a regular continuous-time LTI system given by

\[
\Sigma_c : \dot{x} = A_c x
\]

and the corresponding discrete-time LTI system with sampling time \( h > 0 \) given by

\[
\Sigma_d : x[(k+1)h] = A_d(h)x[kh]; \quad A_d(h) = C(A_c, h).
\]

A square matrix \( A_c \) is said to be Hurwitz stable if all of its eigenvalues lie in the OLHP. A square matrix \( A_d \) is said to be Schur stable if all its eigenvalues lie in the open interior of the unit disc. Assume that \( A_c \) is Hurwitz stable and \( A_d \) is Schur stable. The following Theorems, present the necessary and sufficient conditions under which \( V_p(x) = \|Wx\|_p \) is a Lyapunov function for the systems (8.14) and (8.15).

**Theorem 36** [121] \( V_p(x) \) is a Lyapunov function for the system (8.14) if there exist \( W_c \in \mathbb{R}^{m \times n}, m \geq n, \text{rank}(W_c) = n, \) and \( Q_c \in \mathbb{R}^{m \times m} \) such that

\[
W_cA_c - Q_cW_c = 0, \quad \mu_p(Q_c) < 0.
\]

**Theorem 37** [121] \( V_p(x) \) is a Lyapunov function for the system (8.15) if there exist \( W_d \in \mathbb{R}^{m \times n}, m \geq n, \text{rank}(W_d) = n, \) and \( Q_d \in \mathbb{R}^{m \times m} \) such that

\[
W_dA_d - Q_dW_d = 0, \quad \|Q_d\|_p < 1.
\]

**Quadratic Lyapunov functions** (\( p = 2 \)): For the special case when \( p = 2 \), the existence of a Lyapunov function \( V_2(x) = \|Wx\|_2 = (\sum_{i=1}^m |w_i^T x|^2)^{1/2} \) enforces the existence of a quadratic Lyapunov function \( \|Wx\|^2 = x^TPx \), where \( P = W^TW \) is termed as Lyapunov matrix for the continuous-time case and Stein matrix for the discrete-time case. Indeed, in the continuous-time case,

\[
A_c^T P + PA_c = W^T(Q_c + Q_c^T)W < 0,
\]

whereas in the discrete-time case,

\[
A_d^T P A_d - P = W^T(Q_d^T Q_d - I)W < 0.
\]

**Polyhedral Lyapunov functions** (\( p = \infty \) or 1): For the case when \( p = \infty \), we recall a pair of results for special polyhedral Lyapunov functions from [122], [123], for the continuous-time and discrete-time case, respectively.
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**Lemma 25** Consider a Hurwitz stable matrix $A_c$, with distinct eigenvalues, with $n_r$ real and $2n_c$ complex eigenvalues. For each pair of conjugate complex eigenvalue $\lambda_i = \alpha_i \pm j\beta_i$, $i = 1, 2, \cdots, n_c$, take an integer $m_i$ such that $\lambda_i$ lies in the sector $\mathcal{S}_c(m_i)$, where

$$\mathcal{S}_c(m) = \{ \lambda = -\alpha + j\beta : \alpha > 0, |\beta| < \frac{\sin\left(\frac{\pi}{m}\right)}{1 - \cos\left(\frac{\pi}{m}\right)} \alpha \}. \quad (8.18)$$

Then there exists $W_c \in \mathbb{R}^{N \times n}$ and $Q_c \in \mathbb{R}^{N \times N}$, with $N = \sum_{i=1}^{k} m_i + n_r$, satisfying (8.16).

In Figure 13, the sectors $\mathcal{S}_c(m)$ are drawn for $m = 2$ (angle $\pi/4$), $m = 3$ (angle $\pi/3$).

**Lemma 26** Consider a Schur stable matrix $A_d$, with distinct eigenvalues, with $n_r$ real and $2n_c$ complex eigenvalues. For each pair of conjugate complex eigenvalue $\lambda_i = \sigma_i \pm j\omega_i$, $i = 1, 2, \cdots, n_c$, take an integer $m_i$ such that $\lambda_i$ lies in the interior of the regular polygon $\mathcal{P}_d(m_i)$, where

$$\mathcal{P}_d(m) = \text{int conv} \left\{ e^{j\frac{p\pi}{m}} \right\}_{p=0}^{2m-1}. \quad (8.19)$$

Then there exists $W_d \in \mathbb{R}^{N \times n}$ and $Q_d \in \mathbb{R}^{N \times N}$, with $N = \sum_{i=1}^{k} m_i + n_r$, satisfying (8.17).

In Figure 14 the polygons $\mathcal{P}_d(m)$ are depicted for $m = 2$ (square), $m = 3$ (hexagon). The two Lemmas above have been shown to be valid also in case of multiple eigenvalues. As
shown in [122], matrix $W_c$ can be constructed for distinct eigenvalues as follows. Let $T_c$ be the state-space transformation that puts $A_c$ in its real Jordan form, i.e.

$$T_c A_c T_c^{-1} = \begin{bmatrix}
H_{c1} & 0 & \cdots & 0 & 0 \\
0 & H_{c2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & H_{cn} & 0 \\
0 & 0 & 0 & 0 & R_c
\end{bmatrix}$$

where $H_{ci} = \begin{bmatrix} -\alpha_i & \beta_i \\ -\beta_i & -\alpha_i \end{bmatrix}$

and $R_c$ is a $n_r \times n_r$ diagonal matrix accounting for the real eigenvalues. Moreover let, for $i = 1, 2, \cdots, n_c$:

$$W_{ci} = \begin{bmatrix}
1 & 0 \\
\cos\left(\frac{\pi}{m_i}\right) & \sin\left(\frac{\pi}{m_i}\right) \\
\cos\left(\frac{2\pi}{m_i}\right) & \sin\left(\frac{2\pi}{m_i}\right) \\
\vdots & \vdots \\
\cos\left(\frac{(m_i-1)\pi}{m_i}\right) & \sin\left(\frac{(m_i-1)\pi}{m_i}\right)
\end{bmatrix}, 
Q_{ci} = \begin{bmatrix}
x_i & y_i & 0 & 0 & 0 \\
0 & x_i & y_i & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & x_i & y_i \\
-y_i & 0 & 0 & 0 & x_i
\end{bmatrix}$$

where

$$x_i = -\alpha_i - \frac{\beta_i \cos\left(\frac{\pi}{m_i}\right)}{\sin\left(\frac{\pi}{m_i}\right)}, \quad y_i = \frac{\beta_i}{\sin\left(\frac{\pi}{m_i}\right)}$$

Then, it is easy to verify that (8.16) is satisfied with

$$W_c = \begin{bmatrix}
W_{c1} & 0 & \cdots & 0 & 0 \\
0 & W_{c2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & W_{cn} & 0 \\
0 & 0 & \cdots & 0 & I
\end{bmatrix} \quad T_c, \quad (8.20)$$

and

$$Q_c = \begin{bmatrix}
Q_{c1} & 0 & \cdots & 0 & 0 \\
0 & Q_{c2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & Q_{cn} & 0 \\
0 & 0 & \cdots & 0 & R_c
\end{bmatrix} \quad (8.21)$$

Notice indeed that $\mu_{\infty}(Q_c) < 0$ is forced by the assumption on the position of the eigenvalues that is equivalent to $x_i + |y_i| < 0$. 

The computation of the polyhedral Lyapunov function \( \|W_d x_d\|_\infty \) for the discrete-time system (8.15) follows the same lines and can be found in [123]. Let \( T_d \) the state-space transformation that puts \( A_d \) in its real Jordan form, i.e.

\[
T_d A_d T_d^{-1} = \begin{bmatrix}
H_{d1} & 0 & \cdots & 0 & 0 \\
0 & H_{d2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & H_{dn_c} & 0 \\
0 & 0 & \cdots & 0 & R_d
\end{bmatrix}
\]

where \( H_{di} \) are such that \( \sum_{j=1}^{m} |z_{j,i}| < 1 \). Notice that \( \|Q_d\|_\infty < 1 \) is forced by the assumption on the position of the eigenvalues in the regular polygon \( \mathcal{P}_{ol}(m_i) \).

8.3.1 Discretization of \( \dot{x} = Ax \)

Our primary interest in this part of the thesis is to examine the invariance of Lyapunov functions under discretization. Since the closed form solution of (8.14) is given by \( x(t) = e^{A(t-t_0)} x(t_0) \) for \( t \geq t_0 \). For a sampling time \( h > 0 \) and \( k = 0, 1, 2, \ldots \), if we set \( t_0 = kh \) and \( t = (k+1)h \), we obtain the discrete-time approximation given by \( x[(k+1)h] = e^{Ah} x[kh] \). Hence, discretization of a continuous-time LTI system involves the calculation of matrix exponential, which may not yield satisfactory results [86]. One must therefore rely on numerical methods that are able to approximate the solution of a differential equation to any desired accuracy. In this thesis, we mainly focus on single step RK methods [87].

One can study the behaviour of Runge-Kutta methods with a simple scalar linear differential equation given by (see Dahlquist Criterion in [87])

\[
\dot{y} = \lambda y \text{ with } \lambda \in \mathbb{C}.
\]

The exact solution \( y(t) = e^{\lambda(t-t_0)} y_0 \) remains bounded as \( t \to \infty \) when \( \Re[\lambda] \leq 0 \). This observation motivates the following definition.
**Definition 17** [87] (A-Stability): Consider the continuous system \( \dot{x} = Ax \) and the corresponding discrete time system given by \( x[(k+1)h] = C(Ah)x[kh] \), with step size \( h > 0 \) and \( k = 0, 1, 2, \ldots \). Then \( C(z) \) is A-stable, if it satisfies
\[
|C(z)| \leq 1 \text{ for } \Re[z] \leq 0. 
\] (8.24)

Such A-Stable approximations (e.g. bilinear transform) are widely exploited in systems and control as they map the open left half of the complex plane to the interior of the unit disc. This implies the well known fact that these maps preserve stability of LTI systems as stated formally in the following lemma.

**Lemma 27** (Preservation of stability) Suppose that \( A_c \) is a Hurwitz stable matrix and, for any sampling time \( h > 0 \), let \( A_d = C(A_c h) \) be an A-Stable approximation of \( e^{A_c h} \). Then \( A_d \) is Schur stable.

An implicit Runge-Kutta method for (8.23) is of the form
\[
y[(k+1)h] = C(h \lambda) y[kh] \tag{8.25}
\]
with a rational function \( C(z) \) (also called stability function), which is a \( p^{th} \) order approximation to the exponential at the origin if
\[
C(z) = e^z + O(z^{p+1}) \text{ as } z \to 0. \tag{8.26}
\]
Thus, it is of interest to study rational functions of given degrees that approximate the exponential function the best. Padé approximations \( C_{L/M} \) (see Definition 18) with numerator degree \( L \) and denominator degree \( M \) with highest possible order \( p = L + M \) are used to approximate these functions. Also note that Padé approximations with \( L \leq M \leq L + 2 \) are A-stable.

**Definition 18** (Padé Approximations [88], [124], [89]): The \( [L/M] \) Padé approximation to the exponential function \( e^z \) is the rational function \( C_{L/M} \) defined by
\[
C_{L/M}(z) = \frac{Q_L(z)}{Q_M(-z)}, \tag{8.27}
\]
where
\[
Q_L(z) = \sum_{k=0}^{L} l_k z^k, \quad Q_M(z) = \sum_{k=0}^{M} m_k z^k, \tag{8.28}
\]
\[
l_k = \frac{(L + M - k)!L!}{(L + M)!k!(L - k)!}, \quad m_k = \frac{(L + M - k)!M!}{(L + M)!k!(M - k)!}.
\]


Thus the \([L/M]\) Padé approximation to \(e^{Ah}\), the matrix exponential with sampling time \(h\), is given by
\[
C_{[L/M]}(A, h) = Q_L(A, h)Q_M^{-1}(-A, h)
\]  
where \(Q_L(A, h) = \sum_{k=0}^{L} c_k(A, h)^k\) and \(Q_M(A, h) = \sum_{k=0}^{M} c_k(A, h)^k\).

In this thesis, we only consider A-stable Padé approximations. Another important criterion for the selection of an approximation method is its absolute monotonicity. In some situations, the radius of absolute monotonicity is used to select the appropriate step size. The property of absolute monotonicity can be understood through the following Definitions and Theorems.

**Definition 19** [125] *(Absolute monotonicity)*: A function \(C(z) : \mathbb{R} \to \mathbb{R}\) is absolutely monotonic at \(x\) if \(C(z)\), and all of its derivatives exist and are non-negative at \(z = x\).

**Theorem 38** [125] For \(r > 0\), a polynomial \(C(z)\) is absolutely monotonic at \(z = -r\) if and only if it is absolutely monotonic on the interval \(z \in (-r, 0]\).

**Definition 20** [125] *(Radius of absolute monotonicity)*: The radius of absolute monotonicity \(r_C\) of a function \(C(z) : \mathbb{R} \to \mathbb{R}\) is the largest value of \(r = r_C\) such that \(C(z)\), and all of its derivatives exist and are non-negative for \(z \in (-r_C, 0]\).

Several numerical methods have been developed to compute \(r_C\) for a given approximation function \(C(z)\) [125].

### 8.3.2 Bilinear transform

The \([1/1]\)-order diagonal Padé approximation \(C_{[1/1]}(z)\) (also known as Bilinear Transform or Tustin Transform) is a popular discretization method for control and communication engineers. We now present some of its properties. Consider continuous-time system (8.14) and its discrete-time equivalent (8.15).

**Theorem 39** [90] If the discrete time matrix \(A_d\) is obtained using \([1/1]\) order Padé approximation given by
\[
A_d(h) = C_{[1/1]}(A, h) = \left( I + A_c \frac{h}{2} \right) \left( I - A_c \frac{h}{2} \right)^{-1},
\]  
then the following observations can stated.

1. The Lyapunov function class \(V_2(x)\) is preserved during discretization.
2. The Lyapunov function classes \(V_\infty(x)\) and \(V_1(x)\) are not preserved during discretization.
It should be noted that the converse to statement 1 is also true, i.e., if \( V_2(x) \) is a Lyapunov function for the discrete time system (8.15), then \( V_2(x) \) is also a Lyapunov function for the continuous-time system (8.14). Statement 2 can be proved using a counterexample; that a given polyhedral Lyapunov function in continuous-time may not be a Lyapunov function for the sampled discrete-time system obtained via the bilinear transformation (with a fixed sampling time). However, it was also proved in [120], that if an eigenvalue \( \lambda \) of a continuous-time matrix belongs to \( \mathcal{S}_c(m) \) (defined in (8.18)) then its image under a diagonal Padé transformation (for any order and any sampling time \( h \)) belongs to \( \mathcal{P}_{sd}(m) \) (defined in (8.19)). This result allows us to conclude that a continuous-time polyhedral Lyapunov function of the form \( V_m = \| W x \|_m \), is preserved under diagonal Padé approximation if \( A_c \) has distinct eigenvalues [120]. In this part we focus on the validity of this result for a more general case, when \( A_c \) has non-trivial Jordan blocks.

8.3.3 Discretization of switched systems

Consider a *regular* continuous-time switched system of the form

\[
\Sigma_{sc} : \dot{x}(t) = A_c(t)x(t), \quad A_c(t) \in \mathcal{A}_c = \{A_c1, \ldots, A_cN\} \tag{8.31}
\]

with its approximate discrete-time counterpart,

\[
\Sigma_{sd} : x(k+1) = A_d(k)x(k), \quad A_d(k) \in \mathcal{A}_d = \{A_d1, \ldots, A_dN\} \tag{8.32}
\]

Given a finite set of Hurwitz stable matrices \( \mathcal{A}_c \), a matrix \( P \) is a Common Lyapunov Matrix (CLM) for \( \mathcal{A}_c \) if \( A_c^TP + PA_c < 0 \) for all \( A_c \) in \( \mathcal{A}_c \). In this case, we say that the continuous-time switching system (8.31) is QS with Lyapunov function \( V(x) = x^TPx \) and \( V \) is a CQLF for \( \mathcal{A}_c \). Given a finite set of Schur stable matrices \( \mathcal{A}_d \) a matrix \( P \) is a Common Stein Matrix (CSM) for \( \mathcal{A}_d \) if \( A_d^TPA_d - P < 0 \) for all \( A_d \) in \( \mathcal{A}_d \). In this case, we say that the discrete-time switching system (8.32) is QS with Lyapunov function \( V(x) = x^TPx \) and \( V \) is a CQLF for \( \mathcal{A}_d \).

A notable result concerning common quadratic Lyapunov functions is that they are invariant under \([1/1]\)-order Padé approximation. This means that, given a set of Hurwitz stable matrix \( \{A_{ci}\} \) and \( P = P^T > 0 \) satisfying

\[
A_{ci}^TP + PA_{ci} < 0,
\]

then

\[
C_{[1/1]}(A_{ci}h)^TPC_{[1/1]}(A_{ci}h) < P, \quad \forall h > 0.
\]

The following corollary is easily deduced from the above discussion.

**Corollary 9** Suppose that \( V(x(t)) = x^TPx(t) \) is a CQLF for a finite set of matrices \( \mathcal{A}_c \). Then \( V(x(k)) = x^TPx(k) \) is CQLF for any finite set of matrices \( \mathcal{A}_d \), where each \( A_d \) in \( \mathcal{A}_d \) is a \([1/1]\)-order Padé approximation of \( e^{hA} \) for some \( A_c \) in \( \mathcal{A}_c \) and \( h > 0 \).
PROOF: If $P$ is a CLM for $\mathcal{A}_c$, then, $P$ is an Lyapunov matrix for every $A_c$ in $\mathcal{A}_c$. It now follows from Theorem 39, that $P$ is a Stein matrix for every $A_d$ in $\mathcal{A}_d$. Hence $P$ is a CSM for $\mathcal{A}_d$. Q.E.D.
In this chapter, we show that Tustin’s method of discretization is also valid for preserving passivity and mixedness of index-one descriptor system transfer functions. We also consider the output averaging method to discretize the descriptor system state space models while preserving passivity. For both cases, we derive the corresponding discrete time state space matrices in terms of the original continuous time matrices.

9.1 INTRODUCTION

In this chapter, we consider discretization methods for descriptor systems which preserve the passivity and mixedness properties. Initially, we consider two different passivity preserving discretization methods:

1. discretizing the continuous-time transfer functions using Tustin transform (see Theorem 24) and

2. discretizing the continuous-time state space model using output averaging method (see Theorem 35).

These well-established methods for regular systems are extended for index-one descriptor systems. We further consider the problem of preserving “mixed” property for both regular and index-one descriptor systems transfer functions using Tustin transform.

9.2 PRELIMINARY RESULTS

In this section, we present some preliminary results necessary to discretize a continuous-time descriptor system. Initially, we use Lemmas 5, 6, 7 to reduce a descriptor system to an equivalent lower-order regular system. This can be achieved by iteratively applying Lemma 19 to achieve order reduction and index reduction while preserving stability of the original descriptor system. This is possible provided that there is a decomposition $(\tilde{X}, \tilde{Y})$ of $\tilde{E}$ with $\tilde{X}, \tilde{Y} \in \mathbb{R}^{r \times r}$ with $\tilde{r} < r$. Since a square matrix always has a full rank decomposition, one can always iteratively reduce a single linear system $(E, A)$ to a regular system.
9.2.1 Reduction to a regular system

Let

\[ E \dot{x} = Ax \]  

(9.1)

be an index-\(k\) descriptor system such that \( E = X_1 Y_1^T \). Then we obtain the new reduced index system given by

\[ E_1(Y_1^T \dot{x}) = (Y_1^T x), \text{ where } E_1 = Y_1^T A^{-1} X_1. \]  

(9.2)

From Lemma 7, the reduced-order system (9.2) has an index-(\(k - 1\)), and we continue with full rank decomposition of \( E_1 \) such that \( E_1 = Y_1^T X_2 \) and

\[ E_2(Y_2^T Y_1^T \dot{x}) = (Y_2^T Y_1^T x), \text{ where } E_2 = Y_2^T X_2. \]  

(9.3)

We continue this procedure \(k\) times such that \( E_{k-1} \) has a full rank decomposition of the form \( E_{k-1} = X_k Y_k^T \) and

\[ E_k(Y_k^T \ldots Y_2^T Y_1^T \dot{x}) = (Y_k^T \ldots Y_2^T Y_1^T x), \text{ where } E_k = Y_k^T X_k. \]  

(9.4)

Since \( E \dot{x} = Ax \) is an index-\(k\) descriptor system, (9.4) is an index-zero descriptor system (regular system) and \( E_k \) is non-singular.

In the following, we present some preliminary results.

**Lemma 28** If \( w(t) = Y_k^T \ldots Y_2^T Y_1^T x(t) = 0 \), then \( x(t) = 0 \).

**Proof:** Consider

\[ E_{k-1}(Y_{k-1}^T \ldots Y_2^T Y_1^T x) = (Y_{k-1}^T \ldots Y_2^T Y_1^T x) \text{ where } E_{k-1} = Y_{k-1}^T X_{k-1}. \]  

(9.5)

Now, we use full rank decomposition to obtain \( E_{k-1} = X_k Y_k^T \) and

\[ E_k(Y_k^T \ldots Y_2^T Y_1^T \dot{x}) = (Y_k^T \ldots Y_2^T Y_1^T x) \text{ where } E_k = Y_k^T X_k. \]  

(9.6)

If \( \mathcal{C} \) is the consistency space of \( E \dot{x} = Ax \), i.e. \( x \in \mathcal{C} \), then Lemma 19 states that \( Y_k^T \ldots Y_2^T Y_1^T \mathcal{C} \) is the consistency space of (9.5) and \( Y_k^T Y_{k-1}^T \ldots Y_2^T Y_1^T \mathcal{C} \) is the consistency space of (9.6). Recall that the consistency space \( Y_k^T \ldots Y_2^T Y_1^T \mathcal{C} \) and the kernel of \( Y_k^T \) intersect only at origin. Hence if

\[ Y_k^T Y_{k-1}^T \ldots Y_2^T Y_1^T x(t) = 0, \text{ then } Y_k^T Y_{k-1}^T \ldots Y_2^T Y_1^T x(t) = 0. \]  

(9.7)

Continuing this procedure \(k\) times, we obtain \( x(t) = 0 \). Q.E.D.

**Lemma 29** \( E_k Y_k^T \ldots Y_1^T = Y_k^T \ldots Y_1^T A^{-1} E \).
We use Padé approximation methods to discretize descriptor systems. Conventionally, Padé approximations have been applied to approximate the matrix exponential appearing in the solution for a regular system. However, our approach is valid for any proper rational approximation of \( e^z \) which is analytic on the closed left half plane. In this section we discretize the descriptor system \( E \dot{x} = Ax \) with an initial condition \( x_0 = x(0) \in \mathcal{C} \).

\[
E_k(Y_k^T \ldots Y_2^T Y_1^T \dot{x}) = (Y_k^T \ldots Y_2^T Y_1^T x) \text{ where } E_k = Y_k^T X_k \tag{9.8}
\]

\[
\Rightarrow E_k \dot{w} = w \text{ where } w = Y_k^T \ldots Y_2^T Y_1^T x. \tag{9.9}
\]
Another important observation is that equations (9.10) and (9.11) provide a generalization of Padé approximations for descriptor systems. Applying Lemma 29 and 30, we have
\[
\dot{y}_k \ldots y_2^T y_1^T x[(p+1)h] = \tilde{Q}_M(-E_k h)^{-1}(E_k)^{M-L}\tilde{Q}_L(E_k)Y_k^T \ldots y_2^T y_1^T x[ph],
\]
where \(\tilde{Q}_L(s) = \sum_{l=0}^{L} l_{1-s^l} \) and \(\tilde{Q}_M(s) = \sum_{m=0}^{M} m_{M-s^m} \) (see Definition 18), hence
\[
\tilde{Q}_M(-E_k h)^{-1}(E_k)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph].
\]

Applying Lemma 29 and 30, we have
\[
y_k^T \ldots y_2^T y_1^T \tilde{Q}_M(A^{-1} E)x[(p+1)h] = y_k^T \ldots y_2^T y_1^T (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph].
\]
Thus
\[
y_k^T \ldots y_2^T y_1^T (\tilde{Q}_M(A^{-1} E)x[(p+1)h] - (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph]) = 0,
\]
and from Lemma 28, we have
\[
\tilde{Q}_M(-A^{-1} E) x[(p+1)h] - (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph] = 0
\]
\[
\Rightarrow x[(p+1)h] = \tilde{Q}_M(-A^{-1} E) x[(p+1)h] - (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph]. \tag{9.10}
\]
Thus \(\tilde{C}_{[L/M]}(E,A,h) = \tilde{Q}_M(-A^{-1} E) (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E).\)

**Remark 2** For descriptor systems of the form \(\dot{E}x = Ax + Bu\), we can follow a similar approach and obtain
\[
x[(p+1)h] = \tilde{Q}_M(-A^{-1} E) x[(p+1)h] - (A^{-1} E)^{M-L}\tilde{Q}_L(A^{-1} E)x[ph] \tag{9.11}
\]
\[
+ (\tilde{Q}_M(-A^{-1} E) - A^{-1} E) \tilde{Q}_L(A^{-1} E) - I)A^{-1} Bu[ph]
\]
Equations (9.10) and (9.11) should not be used for the actual computation of a numerical approximation for a descriptor system with index greater than one. In this chapter, we only focus on the passivity preservation of index-one systems, hence the discretization method presented is still valid. This methodology also provides a useful framework for analysing the Lyapunov function preserving property of different Padé approximations in the later chapters. Another important observation is that equations (9.10) and (9.11) provide a generalization of Padé approximations for descriptor systems.
9.3 PASSIVITY PRESERVING DISCRETIZATION METHODS

9.3.1 Discretization of the transfer functions

We begin this sub-section by recalling Theorem 31, according to which the state space model of an index-one descriptor systems given by

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= C^T x(t) + Du(t),
\end{align*}
\]  

(9.12)

where \(E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m}\) and \(\text{rank}(E) = r < n\), can be expressed as

\[
\begin{align*}
\dot{z}(t) &= \tilde{A} z(t) + \tilde{B} u(t), \\
y(t) &= \tilde{C}^T z(t) + \tilde{D} u(t),
\end{align*}
\]  

(9.13)

where

\[
\begin{align*}
\tilde{A} &= E^{-1} = (Y^T A^{-1} X)^{-1}, \\
\tilde{B} &= E^{-1} Y^T A^{-1} B, \\
\tilde{C}^T &= C^T A^{-1} X E^{-1}, \\
\tilde{D} &= (D - C^T A^{-1} B + C^T A^{-1} X E^{-1} Y^T A^{-1} B).
\end{align*}
\]

Also note that the matrices \(X, Y \in \mathbb{R}^{n \times p}\) correspond to the full rank decomposition of \(E\) and \(z(t) = Y^T x(t)\).

The modified state space model for an index-one descriptor system is a regular system. This fact allows us to apply Theorem 24 to a passive continuous-time modified state space model, thus resulting in a passive discrete time model given by

\[
\begin{align*}
z[kh] &= A_d z[kh] + B_d u[kh], \\
y[kh] &= C_d^T z[kh] + D_d u[kh],
\end{align*}
\]  

(9.14)

where

\[
\begin{align*}
A_d &= (I - \frac{h}{2} \tilde{A})^{-1} (I + \frac{h}{2} \tilde{A}), \\
B_d &= \frac{h}{2} \left( I - \frac{h}{2} \tilde{A} \right)^{-1} \tilde{B}, \\
C_d^T &= 2C^T (I - \frac{h}{2} \tilde{A})^{-1}, \\
D_d &= D + \frac{h}{2} \tilde{C}^T \left( I - \frac{h}{2} \tilde{A} \right)^{-1} \tilde{B}.
\end{align*}
\]
To further simplify these matrices, we consider
\[
z[(k+1)h] = A_d z[kh] + B_d u[kh]
\]
\[
= \left( I - \frac{h}{2} \hat{A} \right)^{-1} \left( I + \frac{h}{2} \hat{A} \right) z[kh] + \frac{h}{2} \left( I - \frac{h}{2} \hat{A} \right)^{-1} B u[kh]
\]
\[
= \left( I - \frac{h}{2} \bar{E}^{-1} \right)^{-1} \left( I + \frac{h}{2} \bar{E}^{-1} \right) z[kh] + \frac{h}{2} \left( I - \frac{h}{2} \bar{E}^{-1} \right)^{-1} B u[kh]
\]
\[
= \left( \bar{E} - \frac{h}{2} I \right)^{-1} \left( \bar{E} + \frac{h}{2} I \right) z[kh] + \frac{h}{2} \left( \bar{E} - \frac{h}{2} I \right)^{-1} \bar{E} B u[kh]
\]
\[
\Rightarrow \left( \bar{E} - \frac{h}{2} I \right) z[(k+1)h] = \left( \bar{E} + \frac{h}{2} I \right) z[kh] + \frac{h}{2} \bar{E} B u[kh].
\]
Since \( z = Y^T x \), we have
\[
\left( Y^T A^{-1} X - \frac{h}{2} I \right) Y^T x[(k+1)h] = \left( Y^T A^{-1} X + \frac{h}{2} I \right) Y^T x[kh] + \frac{h}{2} Y^T A^{-1} B u[kh]
\]
further leading to
\[
Y^T \left( A^{-1} E - \frac{h}{2} I \right) x[(k+1)h] - \left( A^{-1} E + \frac{h}{2} I \right) x[kh] - \frac{h}{2} A^{-1} B u[kh] = 0.
\]
Now we recall our earlier discussion on the consistency space of descriptor systems, whereby \( \ker(Y^T) \) and \( \mathcal{C}(E,A) \) intersect only at the origin. Hence for an index-one descriptor system, if \( x \in \mathcal{C}(E,A) = \text{Im}(A^{-1} E) \), then \( Y^T x = 0 \Rightarrow x = 0 \). Based on this property, we state that
\[
\left( A^{-1} E - \frac{h}{2} I \right) x[(k+1)h] = \left( A^{-1} E + \frac{h}{2} I \right) x[kh] + \frac{h}{2} A^{-1} B u[kh]
\]
hence
\[
x[(k+1)h] = \left( A^{-1} E - \frac{h}{2} I \right)^{-1} \left( A^{-1} E + \frac{h}{2} I \right) x[kh] + \frac{h}{2} \left( A^{-1} E - \frac{h}{2} I \right)^{-1} A^{-1} B u[kh].
\]
Similarly, we can simplify \( C_d^T \) as
\[
C_d^T = 2C_c^T \left( I - \frac{h}{2} A_c \right)^{-1} = 2C_c^T A^{-1} X E^{-1} E \left( E - \frac{h}{2} I \right)^{-1}
\]
\[
\Rightarrow C_d^T \left( E - \frac{h}{2} I \right) = 2C_c^T A^{-1} X,
\]
now post-multiplying both sides by $Y^T$ we have

$$C_d^TY^T A^{-1} E - \frac{h}{2} Y^T = 2C_d^T A^{-1} E$$

$$\Rightarrow C_d Y^T = 2C_d^T A^{-1} E \left( A^{-1} E - \frac{h}{2} I \right)^{-1}.$$  

The discrete-time matrix $D_d$ can be simplified as

$$D_d = D_c + \frac{h}{2} C_c^T \left( I - \frac{h}{2} A_c \right)^{-1} B_c$$

$$= D - CT A^{-1} B + CT A^{-1} X E^{-1} T A^{-1} B + \frac{h}{2} C T A^{-1} X E^{-1} \left( I - \frac{h}{2} E^{-1} \right)^{-1} E^{-1} Y T A^{-1} B$$

$$= D - CT A^{-1} B + CT A^{-1} X E^{-1} \left( I + \frac{h}{2} \left( E - \frac{h}{2} I \right)^{-1} \right) Y T A^{-1} B$$

$$= D - CT A^{-1} B + CT A^{-1} X E^{-1} \left( E - \frac{h}{2} I + \frac{h}{2} \right) \left( E - \frac{h}{2} I \right)^{-1} Y T A^{-1} B$$

$$= D - CT A^{-1} B + CT A^{-1} X \left( E - \frac{h}{2} I \right)^{-1} Y T A^{-1} B = D + C^T \left( \frac{2}{h} E - A \right)^{-1} B.$$  

Based on these calculations, we can state the next theorem.

**Theorem 40** Let $H(j\omega) = D + CT (j\omega E - A)B$ be a continuous-time transfer function of an index-one descriptor system, and assume that $H(j\omega)$ is discretized by the Tustin discretization method with sampling period $h$. The discrete-time transfer function is given by

$$G(e^{j\theta}) = H \left( \frac{2 e^{j\theta} - 1}{h e^{j\theta} + 1} \right) = D_{id} + C_{id}^T (e^{j\theta} I - A_{id}) B_{id},$$

where

$$A_{id} = \left( A^{-1} E - \frac{h}{2} I \right)^{-1} \left( A^{-1} E + \frac{h}{2} I \right), \quad (9.15)$$

$$B_{id} = \frac{h}{2} \left( A^{-1} E - \frac{h}{2} I \right)^{-1} A^{-1} B, \quad (9.16)$$

$$C_{id}^T = 2C^T A^{-1} E \left( A^{-1} E - \frac{h}{2} I \right)^{-1}, \quad (9.17)$$

$$D_{id} = D + C^T \left( \frac{2}{h} E - A \right)^{-1} B. \quad (9.18)$$

If $H(j\omega)$ is continuous-time positive real, then $G(e^{j\theta})$ is discrete-time positive real.
9.3.2 Discretization of the state space model

In this sub-section, we consider a passivity preserving method for the state space model, based on the output averaging method from Theorem 35. The proposed average output is given by

\[ y^\ast(kh) = \int_{kh}^{kh+h} y(\tau) d\tau. \]  

(9.19)

Now, we consider an index-one descriptor system with a state space model described by (9.12). Index-1 descriptor systems can be modified into a regular system given by (9.14). Thus

\[ y^\ast(kh) = \int_{kh}^{kh+h} y(\tau) d\tau \]

(9.20)

\[ = C_{md}^T z(kh) + D_{md}^u(kh) \]

(9.21)

\[ = C_{md}^T YX(kh) + D_{md}^u(kh) \]

(9.22)

\[ = C_{ad}^T y(kh) + D_{ad}^u(kh) \]

(9.23)

with \( C_{md}^T \) and \( D_{md}^u \) matrices for the modified regular system (9.13) and \( C_{ad}^T \) and \( D_{ad} \) for the original descriptor system corresponding to averaged output.

For the modified regular system (9.13), we can apply Theorem 35 to obtain

\[ C_{md}^T = C_c^T A^{-1} (e^{Ah} - I). \]

To evaluate \( e^{Ah} \), we can use Padé approximations from Definition 18 (with order \([L/M]\)) leading to

\[ C_{md}^T = C^T A^{-1} X E^{-1} \tilde{E} (Q_M \tilde{E}^{-1} Q_L \tilde{E}^{-1} - I) \]

\[ = C^T A^{-1} X (Q_L (-E^{-1}h) Q_M (E^{-1})^{-1} - I) \]

\[ = C^T A^{-1} X (Q_L (-Eh)(E)^{-1} M^{-1} Q_M (Eh)^{-1} - I). \]  

(9.24)

where \( \tilde{Q}_L(s) = \sum_{i=0}^{L} \tilde{L}_i s^i \) and \( \tilde{Q}_M(s) = \sum_{i=0}^{M} \tilde{M}_i s^i \), hence

\[ C_{md}^T Q_M(Eh) = C^T A^{-1} X (Q_L (-Eh)(E)^{-1} M^{-1} - Q_M (Eh)) Q_M(Eh)^{-1}. \]

Pre-multiplying both sides by \( Y^T \), we have

\[ C_{md}^T \tilde{Q}_M(Eh) Y^T = C^T A^{-1} X (Q_L (-Eh)(E)^{-1} M^{-1} - Q_M (Eh)) Y^T \]

\[ C_{md}^T Y^T \tilde{Q}_M(A^{-1} Eh) = C^T A^{-1} XY^T (Q_L (-A^{-1} Eh)(A^{-1} E)^{-1} M^{-1} - Q_M (A^{-1} Eh)) \]

\[ C_{md}^T Y^T = C^T A^{-1} E (Q_L (-A^{-1} Eh)(A^{-1} E)^{-1} M^{-1} - Q_M (A^{-1} Eh)) Q_M(A^{-1} Eh)^{-1} \]

\[ \Rightarrow C_{md}^T Y^T = C_{ad}^T = C^T A^{-1} E (Q_L (-A^{-1} Eh)(A^{-1} E)^{-1} M^{-1} Q_M(A^{-1} Eh)^{-1} - I). \]  

(9.25)
Similarly, we simplify the matrix \( D_{md}^* \) as
\[
D_{md}^* = D_{ad}^* = C_T^γ A^{-2}(e^{A h} - I - A_h h)B_c + D_c h
\]
\[
= C_T^γ A^{-1}X E^{-1}E^2. (\tilde{Q}_L (- \tilde{E} h) (E)^{M-L} \tilde{Q}_M (E h)^{-1} - I - E^{-1} h) E^{-1}Y^T A^{-1} B
\]
\[
+ (D - C_T^γ A^{-1} B + C T A^{-1} X E^{-1} Y^T A^{-1} B) h
\]
\[
= C_T^γ A^{-1} X E. (\tilde{Q}_L (- \tilde{E} h) (E)^{M-L} \tilde{Q}_M (E h)^{-1} - I) E^{-1}Y^T A^{-1} B
\]
\[
- (C_T^γ A^{-1} X E^{-1} Y^T A^{-1} B) h + (D - C_T^γ A^{-1} B + C_T A^{-1} X E^{-1} Y^T A^{-1} B) h
\]
\[
= C_T^γ A^{-1} X (\tilde{Q}_L (- \tilde{E} h) (E)^{M-L} \tilde{Q}_M (E h)^{-1} - I) Y^T A^{-1} B + (D - C_T^γ A^{-1} B) h.
\]
Substituting \( C_{md}^* \) for \( C_T^γ A^{-1} X (\tilde{Q}_L (- \tilde{E} h) (E)^{M-L} \tilde{Q}_M (E h)^{-1} - I) \) (see equation (9.24)), we get
\[
D_{ad}^* = C_{md}^* Y^T A^{-1} B + (D - C_T^γ A^{-1} B) h.
\]
Substituting \( C_T^γ A^{-1} E (\tilde{Q}_L (A^{-1} E h) (A^{-1} E)^{M-L} \tilde{Q}_M (A^{-1} E h)^{-1} - I) \) for \( C_{md}^* Y^T \) (see equation (9.25)), we get
\[
D_{ad}^* = C_T^γ A^{-1} E (\tilde{Q}_L (A^{-1} E h) (A^{-1} E)^{M-L} \tilde{Q}_M (A^{-1} E h)^{-1} - I) A^{-1} B + (D - C_T^γ A^{-1} B) h.
\]
Based on these calculations, we can state the next result.

**Theorem 41** Consider an continuous-time index-one descriptor system given by
\[
\Sigma_c : \begin{cases}
  E \dot{x}(t) = Ax(t) + Bu(t), \\
  y(t) = C^T x(t) + Du(t),
\end{cases}
\]
where \( E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times m}, D \in \mathbb{R}^{m \times m} \) and \( \text{rank}(E) = p < n \). Assume that there exists a \( 2 \times 1 \) element on its input with sampling time \( h > 0 \) and the output is obtained through equation (9.19). The the corresponding discrete time system is given by
\[
\Sigma_{ad} : \begin{cases}
  x[(k + 1)h] = A_{ad} x[kh] + B_{ad} u[kh], \\
  y^*[kh] = C_{ad}^T x[kh] + D_{ad}^* u[kh],
\end{cases}
\]
where
\[
A_{ad} = \tilde{Q}_M (A^{-1} E h)^{-1} (A^{-1} E)^{M-L} \tilde{Q}_L (A^{-1} E h),
\]
\[
B_{ad} = (\tilde{Q}_M (A^{-1} E h)^{-1} (A^{-1} E)^{M-L} \tilde{Q}_L (A^{-1} E h) - I) A^{-1} B,
\]
\[
C_{ad}^* = C_T^γ A^{-1} E (\tilde{Q}_L (A^{-1} E h) (A^{-1} E)^{M-L} \tilde{Q}_M (A^{-1} E h)^{-1} - I),
\]
\[
D_{ad}^* = C_T^γ A^{-1} E (\tilde{Q}_L (A^{-1} E h) (A^{-1} E)^{M-L} \tilde{Q}_M (A^{-1} E h)^{-1} - I) A^{-1} B
\]
\[
+ (D - C_T^γ A^{-1} B) h,
\]
and \( \tilde{Q}_M (A^{-1} E h)^{-1} (A^{-1} E)^{M-L} \tilde{Q}_L (A^{-1} E h) \) is a generalized rational A-stable approximation of the matrix exponential of order \([L/M]\). Then \( \Sigma_{ad} \) is passive if \( \Sigma_c \) is passive.
Figure 15: Nyquist plots for the passive continuous-time descriptor system (“−”) and the corresponding discrete-time transfer functions $G_1$ (“*”) and $G_2$ (“o”) obtained through Tustin’s method and output averaging method, respectively.

**Example 4** To illustrate our results we consider a passive, continuous-time index-one descriptor system of the form (3.1), where

$$E = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix}, \quad c = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$$

and $d = 0$. Then

$$H(j\omega) = d + c^T(j\omega E - A)^{-1}b = \frac{2(j\omega) + 3}{(j\omega)^2 + 3(j\omega) + 2}.$$  

We consider both methods of discretizations using Theorems 40 and 41 and obtain the following discrete-time transfer functions.

$$G_1(e^{j\theta}) = \frac{5e^{j2\theta} + 6e^{j\theta} + 1}{6e^{j2\theta} + 2e^{j\theta}} \quad \begin{cases} \text{Tustin’s method with sampling time } h = 2 \\ \text{Output averaging method} \end{cases}$$

Output averaging method

$$G_2(e^{j\theta}) = \frac{0.5833e^{j2\theta} + 0.5e^{j\theta} - 0.08333}{e^{j2\theta} - 0.3333e^{j\theta}} \quad \begin{cases} \text{with sampling time } h = 2 \\ \text{and first order generalized Padé approximation.} \end{cases}$$
9.4 Mixedness Preserving Discretization Methods

In this section, we obtain the conditions necessary to preserve mixedness property of an LTI transfer function (regular system or index-one descriptor system). These conditions are based on preserving the frequency points at which the system transfer function makes a transition from passivity to the small gain property or vice versa. This approach motivates an eigenvalue-based test that completely characterises the “mixed” property in discrete time while providing the transition frequencies. Such a test is an independently valuable tool that can be used to test mixedness of any given linear shift invariant discrete-time system. However, we begin with the definitions of a mixed system in discrete time.

9.4.1 Discrete-time “mixed” systems

For \(-\pi \leq \theta \leq \pi, -\infty \leq \omega \leq \infty\) and a sampling interval \(h > 0\), assume that \(\bar{a}, \bar{b} \in \mathbb{R}_+\) and \(\bar{a} \leq \bar{b} \leq \pi\), where \(\bar{a}\) and \(\bar{b}\) are in radians.

**Definition 21** [126, Section 10.1.3] A discrete-time system with proper, real-rational transfer function matrix \(G(z)\) is said to be input-output stable if all of the poles of \(G(z)\) lie inside the unit circle on the complex plane.

**Definition 22** An input-output stable, discrete-time system with square, proper, real-rational transfer function matrix \(M(z)\) is said to be input and output strictly positive over \([-\bar{b}, -\bar{a}] \cup [\bar{a}, \bar{b}]\) if there exist real numbers \(k, l > 0\) such that

\[-k M^*(e^{j\theta}) M(e^{j\theta}) + M^*(e^{j\theta}) + M(e^{j\theta}) - lI \geq 0\]

for all \(\theta \in [-\bar{b}, -\bar{a}] \cup [\bar{a}, \bar{b}]\).

**Definition 23** For an input-output stable, discrete-time system with proper, real-rational transfer function matrix \(M(z)\), define the system gain over \([-\bar{b}, -\bar{a}] \cup [\bar{a}, \bar{b}]\) as

\[\varepsilon := \min \{\bar{\varepsilon} \in \mathbb{R}_+ : -M^*(e^{j\theta}) M(e^{j\theta}) + \bar{\varepsilon}^2 l \geq 0\} \text{ for all } \theta \in [-\bar{b}, -\bar{a}] \cup [\bar{a}, \bar{b}]\].

The system is said to have a gain of less than one over \([-\bar{b}, -\bar{a}] \cup [\bar{a}, \bar{b}]\) if \(\varepsilon < 1\).

We define a “mixed” discrete-time system analogous to the continuous-time case.

**Definition 24** An input-output stable, discrete-time system with square, proper, real-rational transfer function matrix \(M(z)\) is said to be “mixed” if, for each \(\theta \in [-\pi, \pi]\), either of the following hold:
A dynamical system is said to be stable in discrete-time if 
\[ A \text{ is stable}. \]

(ii) there exists \( \varepsilon < 1 \) such that 
\[ \begin{align*}
-M^*(e^{j\theta})M(e^{j\theta}) + \varepsilon^2 I &\geq 0.
\end{align*} \]

9.4.2 A symplectic matrix-based test for “mixed” discrete-time systems

Suppose that we are given an arbitrary, causal, linear, shift-invariant system that is described by the equations
\[
\begin{align*}
x[(k + 1)h] &= Ax[kh] + Bu[kh], \quad x(0) = x_0, \\
y[kh] &= Cx[kh] + Du[kh],
\end{align*}
\]
where \( x[kh] \in \mathbb{R}^n, u[kh] \in \mathbb{R}^m, y[kh] \in \mathbb{R}^m, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{m \times n} \) and \( D \in \mathbb{R}^{m \times m} \) with \( A \) stable.\(^1\) Furthermore, suppose that \( A \) is non-singular. Denoting 
\[ M(z) := C(I - A)^{-1}B + D \]
and 
\[ M^*(z) := [M(z^{-1})]^T \]
from \([110, \text{Section } 21.4]\).\(^2\) Let 
\[ G_1(e^{j\theta}) := -kM^*(e^{j\theta})M(e^{j\theta}) + M^*(e^{j\theta}) + M(e^{j\theta}) - II \]
and 
\[ G_2(e^{j\theta}) := -M^*(e^{j\theta})M(e^{j\theta}) + \varepsilon^2 I. \]
Consider the following two results.

**Lemma 31** Suppose that \( k, l \in \mathbb{R} \) and consider \( G_1(e^{j\theta}) \) as defined above. Let 
\[ Y := I - kD \]
and suppose that \( X_1 := -kD^T D + D^T + D - II \) and 
\[ \bar{X}_1 := X_1 - B^T A^{-T} C^T Y \]
are invertible. For some \( \theta_0 \in \mathbb{R} \), the matrix \( G_1(e^{j\theta_0}) \) has a zero eigenvalue if and only if the matrix \( S_1 \) has an eigenvalue on the unit disc at the point \( e^{j\theta_0} \), where
\[
S_1 := \begin{pmatrix} E_1 + U_1 E_1^{-T} V_1 & -U_1 E_1^{-T} \\ -E_1^{-T} V_1 & E_1^{-T} \end{pmatrix}
\]
and 
\[ E_1 := A - BX_1^{-1}Y^T C, \quad U_1 := -BX_1^{-1} B^T, \quad V_1 := kC^T C + C^TYX_1^{-1}Y^T C. \]

**Proof:** Given that
\[
\begin{align*}
\begin{pmatrix} (e^{j\theta_0}I - A)^{-1} & 0 \\ -k(e^{j\theta_0}I - A^{-T})^{-1} A^{-T} C^T C(e^{j\theta_0}I - A)^{-1} (e^{j\theta_0}I - A^{-T})^{-1} \end{pmatrix} = \begin{pmatrix} A & 0 \\ -kA^{-T} C^T C & A^{-T} \end{pmatrix}^{-1}. \quad (9.32)
\end{align*}
\]

---

\(^1\) A dynamical system is said to be stable in discrete-time if \( \rho(A) < 1 \) \([110, \text{Section } 21.1, \text{[113, Section 5.7.1]}\).

\(^2\) The notation on the right-hand side of (9.31) denotes a state-space realisation.
note that $G_1(e^{j\theta_0}) = -k[-B^T A^{-T} (e^{j\theta_0}I - A^{-T})^{-1} A^{-T} C^T + D^T - B^T A^{-T} C^T] \{C(e^{j\theta_0}I - A)^{-1} B + D\} - B^T A^{-T} (e^{j\theta_0}I - A^{-T})^{-1} A^{-T} C^T + D^T - B^T A^{-T} C^T + C(e^{j\theta_0}I - A)^{-1} B + D - I = \tilde{C}(e^{j\theta_0}I - \tilde{A})^{-1} B + \tilde{X}_1,$ where

\[ \tilde{A} := \begin{pmatrix} A & 0 \\ -kA^{-T}CTC & A^{-T} \end{pmatrix}, \quad \tilde{B} := \begin{pmatrix} B \\ A^{-T}CTY \end{pmatrix} \]

and

\[ \tilde{C} := \begin{pmatrix} Y^T C + kB^T A^{-T} C^T C & -B^T A^{-T} \end{pmatrix}, \]

using [127, Lemma 3]. Then, in the manner of [128, Lemma 1],

\[
\det(G_1(e^{j\theta_0})) = \det(\tilde{C}(e^{j\theta_0}I - \tilde{A})^{-1} \tilde{B} + \tilde{X}_1) \\
= \det(\tilde{X}_1) \det(I + \tilde{X}_1^{-1} C(e^{j\theta_0}I - \tilde{A})^{-1} \tilde{B}) \\
= \det(\tilde{X}_1) \det(I + (e^{j\theta_0}I - \tilde{A})^{-1} \tilde{B} \tilde{X}_1^{-1} C) \quad \text{(Sylvester’s Determinant Theorem)} \\
= \det(\tilde{X}_1) \det((e^{j\theta_0}I - \tilde{A})^{-1} \det((e^{j\theta_0}I - A)^{-1}) \det(e^{j\theta_0}I - \tilde{H}_1),
\]

where $\tilde{H}_1 := \tilde{A} - \tilde{B} \tilde{X}_1^{-1} C.$ Since $A$ is stable, then $\det(e^{j\theta_0}I - A) \neq 0$ for any $\theta_0 \in \mathbb{R};$ and $e^{j\theta_0}I - A$ is invertible and so $\det((e^{j\theta_0}I - A)^{-1}) \neq 0.$ Similarly, $\det((e^{j\theta_0}I - A)^{-T})^{-1} \neq 0$ noting that

\[ (-1)^n \det(e^{j\theta_0}I) \det(e^{-j\theta_0}I - A) \det(A^{-1}) = \det(e^{j\theta_0}I - A^{-T}) \]

from [112, Equation 6.1.4]. Thus, $G_1(e^{j\theta_0})$ has a zero eigenvalue if and only if $\det(e^{j\theta_0}I - \tilde{H}_1) = 0,$ i.e. $\tilde{H}_1$ has an eigenvalue on the unit disc at the point $e^{j\theta_0}.$ Finally, $\tilde{H}_1 = S_1$ via matrix inversion identities [110, Section 2.3].

**Lemma 32** Suppose that $\varepsilon \in \mathbb{R} \setminus \{0\}$ and consider $G_2(e^{j\theta})$ as defined at the beginning of Section 9.4.2. Suppose that $-DD^T + \varepsilon^2 I, X_2 := -D^TD + \varepsilon^2 I$ and $\tilde{X}_2 := \tilde{X}_2 + B^T A^{-T} C^T D$ are invertible. For some $\theta_0 \in \mathbb{R},$ the matrix $G_2(e^{j\theta_0})$ has a zero eigenvalue if and only if the matrix $S_2$ has an eigenvalue on the unit disc at the point $e^{j\theta_0},$ where

\[ S_2 := \begin{pmatrix} E_2 + U_2 E_2^{-T} V_2 & -U_2 E_2^{-T} \\ -E_2^{-T} V_2 & E_2^{-T} \end{pmatrix} \]

and $E_2 := A + BX_2^{-1} DT C, U_2 := -BX_2^{-1} B^T, V_2 := \varepsilon^2 C^T (-DD^T + \varepsilon^2 I)^{-1} C.$

**Proof:** Given (9.32) with $k = 1,$ note that $G_2(e^{j\theta_0}) = -[-B^T A^{-T} (e^{j\theta_0}I - A^{-T})^{-1} A^{-T} C^T + D^T - B^T A^{-T} C^T] [C(e^{j\theta_0}I - A)^{-1} B + D] + \varepsilon^2 I = \tilde{C}(e^{j\theta_0}I - \tilde{A})^{-1} B + \tilde{X}_2,$ where

\[ \tilde{A} := \begin{pmatrix} A & 0 \\ -A^{-T}CTC & A^{-T} \end{pmatrix}, \quad \tilde{B} := \begin{pmatrix} B \\ -A^{-T}CTD \end{pmatrix} \]
We have the following result.

\[ \bar{C} := \left( -D^T C + B^T A^{-T} C^T C - B^T A^{-T} \right), \]

from [127, Lemma 3]. Then, in the manner of [128, Lemma 1] and similarly to the proof of Lemma 31, \( \det(G_2(e^{j\theta})) = \det(\bar{\tilde{X}}_k) \det((e^{j\theta} I - A)^{-1}) \det((e^{j\theta} I - A^{-T})^{-1}) \det(e^{j\theta} I - \bar{H}_2) \), where \( \bar{H}_2 := \tilde{A} - B\bar{X}_2^T \bar{C} \). The remainder of the proof follows in the manner of the proof of Lemma 31.

Let \( \tilde{G}_1(e^{j\theta}) := G_1(e^{j\theta}) \), where \( k = l = 0 \). Similarly, let \( \tilde{G}_2(e^{j\theta}) := G_2(e^{j\theta}) \), where \( \varepsilon = 1 \). Consider Lemmas 31 and 32. Set

\[ \Theta_p := \{ \theta \in [-\pi, \pi] : S_1 \text{ has an eigenvalue on the unit disc at } e^{j\theta} \}, \]
\[ \Theta_2 := \{ \theta \in [-\pi, \pi] : S_2 \text{ has an eigenvalue on the unit disc at } e^{j\theta} \}. \]

Suppose that we divide the interval \( -\pi \) to \( \pi \) into smaller intervals, where any elements of \( \Theta_p \) and \( \Theta_2 \) are, respectively, set as open interval endpoints, as follows:

Division Group 1 := \( (-\pi, \theta_{p_1}), (\theta_{p_1}, \theta_{p_2}), \ldots, (\theta_{p_{\bar{n}} - 1}, \theta_{p_{\bar{n}}}), (\theta_{p_{\bar{n}}}, \pi) \)

Division Group 2 := \( (-\pi, \theta_{s_1}), (\theta_{s_1}, \theta_{s_2}), \ldots, (\theta_{s_m - 1}, \theta_{s_m}), (\theta_{s_m}, \pi) \)

where \( \bar{n} = \) number of elements in \( \Theta_p; \bar{m} = \) number of elements in \( \Theta_2; \theta_{p_1}, \theta_{p_2}, \ldots, \theta_{p_{\bar{n}}} \) denote the elements of \( \Theta_p \) listed in increasing order; and \( \theta_{s_1}, \theta_{s_2}, \ldots, \theta_{s_m} \) denote the elements of \( \Theta_2 \) listed in increasing order. If \( \Theta_p \) is empty, then \( \bar{n} = 0 \) and Division Group 1 consists of the single interval \( [-\pi, \pi] \); similarly, if \( \Theta_2 \) is empty, then \( \bar{m} = 0 \) and Division Group 2 consists of the single interval \( [-\pi, \pi] \). If \( \theta_{p_1} = -\pi \) and \( \theta_{p_{\bar{n}}} = \pi \), then Division Group 1 becomes \( (-\pi, \theta_{p_2}), (\theta_{p_2}, \theta_{p_3}), \ldots, (\theta_{p_{\bar{n}} - 1}, \pi) \). Similarly, if \( \theta_{s_1} = -\pi \) and \( \theta_{s_m} = \pi \), then Division Group 2 becomes \( (-\pi, \theta_{s_2}), (\theta_{s_2}, \theta_{s_3}), \ldots, (\theta_{s_{m - 1}}, \pi) \).

Suppose that we check the sign definiteness of \( \tilde{G}_1(e^{j\theta}) \) over each of the individual intervals in Division Group 1 and the sign definiteness of \( \tilde{G}_2(e^{j\theta}) \) over each of the individual intervals in Division Group 2. Note that checking the sign definiteness over any of these intervals can be achieved by checking the sign definiteness at a single \( \theta \) from within the interval, e.g., at the interval midpoint. Let \( I_{s_1} \) denote the set of \( \theta \) belonging to the intervals over which \( \tilde{G}_1(e^{j\theta}) > 0 \), and \( I_{s_2} \) denote the set of \( \theta \) belonging to the intervals over which \( \tilde{G}_2(e^{j\theta}) > 0 \). We have the following result.

**Theorem 42** The following two statements are equivalent:

(i) a discrete-time system with transfer function matrix as described at the beginning of Section 9.4.2, is a “mixed” system;

(ii) \( I_{s_1} \cup I_{s_2} = \{ \theta \in \mathbb{R} : -\pi \leq \theta \leq \pi \} \).
PROOF: (i)⇒(ii) By Definition 24, a “mixed” discrete-time system is such that \( \{ \theta \in \mathbb{R} : -\pi \leq \theta < \pi \} \) and \( G_1(e^{j\theta}) \geq 0 \) for \( k > 0 \) and \( l > 0 \} \cup \{ \theta \in \mathbb{R} : -\pi \leq \theta \leq \pi \} \) and \( G_2(e^{j\theta}) \geq 0 \) for \( \varepsilon < 1 \} = \{ \theta \in \mathbb{R} : -\pi \leq \theta \leq \pi \}. \) Since the existence of \( k > 0 \) and \( l > 0 \) such that \( G_1(e^{j\theta}) \geq 0 \) for any \( \theta \in \mathbb{R} \) implies that \( \tilde{G}_1(e^{j\theta}) > 0, \) and the existence of \( \varepsilon < 1 \) such that \( G_2(e^{j\theta}) \geq 0 \) for any \( \theta \in \mathbb{R} \) implies that \( \tilde{G}_2(e^{j\theta}) > 0, \) then \( \{ \theta \in \mathbb{R} : -\pi \leq \theta \leq \pi \} \) yields \( \tilde{G}_1(e^{j\theta}) \geq 0 \) \( \cup \{ \theta \in \mathbb{R} : -\pi \leq \theta \leq \pi \} \) which leads to (ii).

(ii)⇒(i) Consider those intervals in Division Group 1 over which \( \tilde{G}_1(e^{j\theta}) > 0. \) For illustration purposes, suppose that one of the intervals has open endpoints. Denote this interval by \( (\theta_{p_u}, \theta_{p_l}) \) and observe that \( \tilde{G}_1(e^{j\theta}) \geq 0 \) over \( [\theta_{p_u}, \theta_{p_l}]. \) Observe that an infinitesimal increase in \( k \) and \( l \) yields \( \tilde{G}_1(e^{j\theta}) \geq 0 \) over \( (\theta_{p_u}, \theta_{p_l}). \) Dealing with closed interval endpoints is straightforward since \( \tilde{G}_1(e^{j\theta}) \geq 0 \) at \( \theta_0 \in \mathbb{R} \) implies that there exist \( k > 0 \) and \( l > 0 \) such that \( \tilde{G}_1(e^{j\theta}) \geq 0 \) at \( \theta_0 \in \mathbb{R}. \)

Now, consider those intervals in Division Group 2 over which \( \tilde{G}_2(e^{j\theta}) > 0. \) For illustration purposes, suppose that one of the intervals has open endpoints. Denote this interval by \( (\theta_{s_u}, \theta_{s_l}) \) and observe that \( \tilde{G}_2(e^{j\theta}) \geq 0 \) over \( [\theta_{s_u}, \theta_{s_l}]. \) Observe that an infinitesimal decrease in \( \varepsilon \) yields \( \tilde{G}_2(e^{j\theta}) \geq 0 \) over \( (\theta_{s_u}, \theta_{s_l}). \) Dealing with closed interval endpoints is, again, straightforward since \( \tilde{G}_2(e^{j\theta}) \geq 0 \) at \( \theta_0 \in \mathbb{R} \) implies that there exists \( \varepsilon < 1 \) such that \( \tilde{G}_2(e^{j\theta}) \geq 0 \) at \( \theta_0 \in \mathbb{R}. \) This leads to (i).

Note that Theorem 42 can be applied to square, multi-input, multi-output systems where graphical methods for determining “mixedness” might be impractical or unavailable.

9.4.3 Preserving mixedness under discretization

Now we recall Lemma 3, 4 from Section 2.3.1 of Chapter 2. Consider a stable continuous-time system transfer function \( M(s) = D + C^T(sI - A)^{-1}B \in \mathcal{R} \) and let \( M_1(j\omega) = M(j\omega) + M^*(j\omega)^* \) (where \( k = l = 0). \) Similarly, let \( M_2(j\omega) := -M(j\omega)^*M(j\omega) + I \) (where \( \varepsilon = 1. \) Consider Lemmas 3 and 4. Set

\[
\Omega_p := \{ \omega \in [-\infty, \infty] : N_1 \text{ has an eigenvalue on the imaginary axis} \}
\]

\[
\Omega_s := \{ \omega \in [-\infty, \infty] : N_2 \text{ has an eigenvalue on the imaginary axis} \}
\]

Suppose that we divide the real axis \(-\infty \) to \( \infty \) into smaller intervals, where any elements of \( \Omega_p \) and \( \Omega_s \) are set as open interval endpoints, as follows:

Division group 1 := \( (-\infty, \omega_{p_1}), (\omega_{p_1}, \omega_{p_2}), \ldots, (\omega_{p_{m-1}}, \omega_{p_m}), (\omega_{p_m}, \infty), \)

Division group 2 := \( (-\infty, \omega_{s_1}), (\omega_{s_1}, \omega_{s_2}), \ldots, (\omega_{s_{m-1}}, \omega_{s_m}), (\omega_{s_m}, \infty), \)

where \( n \) = number of elements in \( \Omega_p; \) \( m \) = number of elements in \( \Omega_s; \) \( \omega_{p_1}, \omega_{p_2}, \ldots, \omega_{p_n} \) denote the elements of \( \Omega_p \) listed in increasing order; and \( \omega_{s_1}, \omega_{s_2}, \ldots, \omega_{s_m} \) denote the elements
of $\Omega_s$ listed in increasing order.

Let $I_{N_1}$ denote the set of $\omega$ belonging to the intervals over which $M_1(j\omega) > 0$, and $I_{N_2}$ denote the set of $\omega$ belonging to the intervals over which $M_2(j\omega) > 0$. If $I_{N_1} \cup I_{N_2} = \{ \theta \in \mathbb{R} : -\infty \leq \omega \leq \infty \}$ then $M(s)$ is a “mixed” system.

Upon discretization, from Lemmas 31 and 32 we will have

\[
\Theta_p := \{ \theta \in [-\pi, \pi] : S_1 \text{ has an eigenvalue on the unit disc at } e^{j\theta} \}
\]

\[
\Theta_s := \{ \theta \in [-\pi, \pi] : S_2 \text{ has an eigenvalue on the unit disc at } e^{j\theta} \},
\]

and

Division Group 1 := $(-\pi, \theta_{p_1}), (\theta_{p_1}, \theta_{p_2}), \ldots, (\theta_{p_{n-1}}, \theta_{p_n}), (\theta_{p_n}, \pi)$,

Division Group 2 := $(-\pi, \theta_{s_1}), (\theta_{s_1}, \theta_{s_2}), \ldots, (\theta_{s_{m-1}}, \theta_{s_m}), (\theta_{s_m}, \pi)$,

where $n$ = number of elements in $\Theta_p$, $m$ = number of elements in $\Theta_s$, $\theta_{p_1}, \theta_{p_2}, \ldots, \theta_{p_n}$ denote the elements of $\Theta_p$ listed in increasing order; and $\theta_{s_1}, \theta_{s_2}, \ldots, \theta_{s_m}$ denote the elements of $\Theta_s$ listed in increasing order.

Considering the continuous time transition frequencies $\Omega_p$ and $\Omega_s$ and the discrete time transition frequencies $\Theta_p, \Theta_s$, it is obvious that “mixedness” of a continuous time transfer function $M(s)$ is preserved if:

1. For every $\omega_{p_i}$ and $\omega_{s_i}$ there should be a corresponding $\theta_{p_i}$ and $\theta_{s_i}$ respectively. Thus $n = \bar{n}$ and $m = \bar{m}$.

2. If $\omega_{p_i} \leq \omega_{p_j}$ ($\omega_{s_i} \leq \omega_{s_j}$), then we should have $\theta_{p_i} \leq \theta_{p_j}$ ($\theta_{s_i} \leq \theta_{s_j}$). Hence if there exists a function $f : \omega \to \theta$, then $f$ must be monotonic function.

Now we show that Tustin’s method given by $j\omega = \frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1}$, satisfies these criteria. If $M(s)$ is the continuous time transfer function, then corresponding discrete time transfer function is given by $G(e^{j\theta}) = M \left( \frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1} \right)$. Now we check if this discretization method satisfies each of the conditions sufficient for preserving “mixedness”.

**Condition 1:** Transition frequencies $\Omega_p$ and $\Omega_s$ are obtained from imaginary eigenvalues of $N_1$ and $N_2$. Let us obtain $\Omega_p$ from the equation $\det[M_1(j\omega)] = 0 \iff \det[(j\omega I - N_1) = 0$. For Tustin’s approximation $G(e^{j\theta})$, $\Theta_p$ is obtained by solving $\det[G_1(e^{j\theta})] = \det[M_1(\frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1})] = 0$, i.e.,

\[
\det \left( \frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1} I - N_1 \right) = 0
\]

\[
\iff \det \left( e^{j\theta} I - \left( (I - N_1 h/2)^{-1} (I + N_1 h/2) \right) = 0,
\]
hence we can see that for the Tustin method, $S_1 = (I - N_1 h/2)^{-1}(I + N_1 h/2)$. Since $(I - N_1 h/2)^{-1}(I + N_1 h/2)$ is the bilinear transform of $N_1$, all the imaginary eigenvalues of $N_1$ will be mapped onto the unit circle. Similarly, we can prove that $S_2 = (I - N_2 h/2)^{-1}(I + N_2 h/2)$.

Thus the first condition is satisfied.

**Condition 2:** If $j\omega = \frac{2}{h} \frac{e^{j\theta} - 1}{e^{j\theta} + 1}$, then $\omega h/2 = \tan(\theta/2) \Rightarrow \theta = 2\tan^{-1}(\omega h/2)$. It can be observed that $2\tan^{-1}(\omega h/2)$ is a strictly monotonic function (increasing). Hence Condition 2 is also satisfied.

Thus Tustin’s method is a suitable candidate for discretizing mixed LTI transfer functions. Since index-one transfer function can be modified into a regular system transfer function, the above discussion is equally valid for index-one systems.

9.5 CONCLUSIONS

In this chapter, we considered passivity preserving discretization of LTI descriptor systems. We did so by extending the existing methods for discretizing regular systems while preserving passivity. We also showed that Tustin’s method of approximating continuous-time transfer functions is equally effective for preserving mixedness.
PRESERVATION OF QUADRATIC STABILITY FOR SWITCHED LINEAR SYSTEMS

In this chapter, we consider the stability preserving properties of diagonal Padé approximations to the matrix exponential. We show that while diagonal Padé approximations preserve quadratic stability when going from continuous-time to discrete-time, the converse is not true. We discuss the implications of this result for discretizing switched linear systems. We also show that for continuous-time switched systems which are exponentially stable, but not quadratically stable, a Padé approximation may not preserve stability. Finally, we show that diagonal Padé approximations for continuous time descriptor systems also preserve quadratic stability.

10.1 INTRODUCTION

The $[1/1]$-order Padé approximation (or bilinear map) is known not only to preserve stability (A-stable), but also preserve quadratic Lyapunov functions. That is, a positive definite matrix $P$ satisfying $A^*cP + PA_c < 0$ will also satisfy $A^*_dPA_d - P < 0$, where $A_d$ is the mapping of $A_c$ under the bilinear transform [90] with some sampling time $h$ [129]. This makes it extremely useful when transforming a continuous-time switching system

$$
\Sigma_{sc} : \dot{x}(t) = A_c(t)x(t), \quad A_c(t) \in \mathcal{A}_c = \{A_{c1}, \ldots, A_{cN}\}
$$

(10.1)

into its approximate discrete-time counterpart

$$
\Sigma_{sd} : x(k+1) = A_d(k)x(k), \quad A_d(k) \in \mathcal{A}_d = \{A_{d1}, \ldots, A_{dN}\},
$$

(10.2)

because the existence of a common positive definite matrix $P$ satisfying $A^*_cP + PA_c < 0$ for all $A_c \in \mathcal{A}_c$ implies that the same $P$ satisfies $A^*_dPA_d - P < 0$ for all $A_d \in \mathcal{A}_d$. Thus quadratic stability of the continuous-time switching system implies quadratic stability of the discrete-time counterpart. This property is useful in obtaining results in discrete-time from their continuous-time counterparts [90], and in providing a robust method to obtain a stable discrete-time switching system from a continuous-time one.

1 Discretization error is zero, only at sampling instants.
Our objective in this chapter is to determine whether this property is preserved by higher-order (more accurate) diagonal Padé approximants. From the point of view of discretization, lower-order approximants are not always satisfactory, and one often chooses higher-order Padé approximations in real applications. Later, we present an example of an exponentially stable continuous-time switching system for which a discretisation based on a \([1/1]\)-order Padé approximation is unstable, but, discretizations based on second-order approximations are stable for any sampling time. Also, it is well known that the \([1/1]\)-order Padé approximation (the bilinear approximation) can map a negative real eigenvalue to a negative eigenvalue if the sampling time is large. In such situations, while stability is preserved, qualitative behavior is not preserved even for LTI systems; a non-oscillatory continuous mode is transformed into an oscillatory discrete-time mode. In this context, we establish the following facts concerning general diagonal Padé approximations:

(i) Consider an LTI system \(\Sigma_c: \dot{x} = A_c x\) and let \(\Sigma_d: x(k+1) = A_d x(k)\) be any discrete-time system obtained from \(\Sigma_c\) using any diagonal Padé approximation and any sampling time. If \(V\) is any quadratic Lyapunov function for \(\Sigma_c\) then, \(V\) is a quadratic Lyapunov function for \(\Sigma_d\).

(ii) The converse of the statement in (i) is only true for first-order Padé approximations.

(iii) Consider a switched system \(\Sigma_{sc}: \dot{x} = A_{sc}(t) x, A_{sc}(t) \in \{A_{c1},...,A_{cn}\}\) and let \(\Sigma_d: x(k+1) = A_{sd}(k) x(k), A_{sd}(k) \in \{A_{d1},...,A_{dn}\}\) be a discrete-time switched system obtained from \(\Sigma_{sc}\) using any diagonal Padé approximations and any sampling times. If \(V\) is any quadratic Lyapunov function for \(\Sigma_{sc}\) then, \(V\) is a quadratic Lyapunov function for \(\Sigma_{sd}\).

(iv) The converse of the statement in (iii) is only true for first-order Padé approximations.

(v) Consider an exponentially stable switched system \(\Sigma_{sc}: \dot{x} = A_{sc}(t) x, A_{sc}(t) \in \{A_{c1},...,A_{cn}\}\). Let \(\Sigma_d: x(k+1) = A_{sd}(k) x(k), A_{sd}(k) \in \{A_{d1},...,A_{dn}\}\) be a discrete-time switched system obtained from \(\Sigma_{sc}\) using a \(p\)th order diagonal Padé approximation. Then, \(\Sigma_{ds}\) may be unstable, even when \(p = 1\).

10.2 Preliminary results

The following definitions and results are useful in developing the main result, Theorem 43, which is given in Section 10.3.

As we shall see, bilinear transforms play a key role in studying general diagonal Padé approximations. Next, we present a complex version of this map that inherits some of the properties of the real bilinear map given in Theorem 39.
Lemma 33 (The complex bilinear transform) Let $A_c$ be a Hurwitz stable matrix and for any complex number $\lambda$ with $\Re(\lambda) > 0$, define the matrix

$$A_d = (\lambda I + A_c)(\lambda^* I - A_c)^{-1}. \quad (10.3)$$

Then $P$ is a Lyapunov matrix for $A_c$ if and only if $P$ is a Stein matrix for $A_d$.

**Proof:** Consider any matrix $P = P^* > 0$. When $A_d$ is given by (10.3), the Stein inequality $A_d^* PA_d - P < 0$ can be expressed as

$$(\lambda^* I - A_c)^{-1} (\lambda I + A_c)^* P (\lambda I + A_c)(\lambda^* I - A_c)^{-1} - P < 0.$$

Post-multiplication by $\lambda^* I - A_c$ and pre-multiplication by $(\lambda^* I - A_c)^*$ results in the following equivalent inequality

$$(\lambda I + A_c)^* P (\lambda I + A_c) - (\lambda^* I - A_c)^* P (\lambda^* I - A_c) < 0,$$

which simplifies to

$$(\lambda + \lambda^*)(PA_c + A_c^* P) < 0.$$

Since $\lambda + \lambda^* > 0$, this last inequality is equivalent to the Lyapunov inequality $PA_c + A_c^* P < 0$. Thus $P$ is a Lyapunov matrix for $A_c$ if and only if it is a Stein matrix for $A_d$.

The main result that we shall prove in this chapter concerns common Stein matrices for discrete-time systems.

Lemma 34 If $P$ is a CSM for $A_1, \cdots, A_m$, then $P$ is a Stein matrix for the matrix product $\prod_{i=1}^m A_i$.

**Proof:** Suppose that $P$ is a common Stein matrix for two matrices $A_1$ and $A_2$, that is,

$$A_1^* PA_1 < P \quad \text{and} \quad A_2^* PA_2 < P. \quad (10.4)$$

Pre-multiply the first inequality by $A_2^*$ and post-multiply it by $A_2$ and use the second inequality to obtain

$$A_2^* A_1^* PA_1 A_2 \leq A_2^* PA_2 < P, \quad (10.5)$$

that is, $(A_1 A_2)^* P(A_1 A_2) < P$, which implies that $P$ is a Stein matrix for the product $A_1 A_2$. This shows that the statement of the lemma is true for $m = 2$. Now assume that it is true for $m = k$, and then let $M_k = \prod_{i=1}^k A_i$. Since $M_{k+1} = M_k A_{k+1}$, it follows from the result for two matrices that $P$ is a Stein matrix for $M_{k+1}$. Hence, by induction, the proposed lemma is true for all $m$. So it can concluded that if all the constituent matrices of a product have a CSM $P$, then $P$ is a Stein matrix for the product.
10.3 Higher Order Diagonal Padé Approximations

We now present the main result of this chapter: Theorem 43. A main consequence of this result is that common quadratic Lyapunov functions are preserved by all diagonal Padé discretizations for all sampling times. Thus, quadratic stability is preserved under all diagonal Padé discretizations of a quadratically stable continuous-time switched system. This result is stated formally in Corollary 10.

**Theorem 43** Suppose that $A_c$ is a Hurwitz stable matrix and $A_d$ is any $[L/L]$-order Padé approximation to $e^{Ah}$ for any $h > 0$. If $P$ is a Lyapunov matrix for $A_c$, then, $P$ is a Stein matrix for $A_d$.

**Proof:** Consider any matrix $P$ which is a Lyapunov matrix for $A_c$. Recall that $A_d = Q_L(A_c h)Q_L^(-1)(-A_c h)$. Since the coefficients of the polynomial $Q_p$ are real,

$$Q_L(sh) = kh^L \prod_{j=1}^n (\alpha_j + s) \prod_{i=1}^m (\lambda_i + s)(\lambda_i^* + s)$$

for some $k \neq 0$, where $2m + n = L$, the real numbers $-h\alpha_j, j = 1, \ldots, n$ are the real zeros of $Q_L$ and the complex numbers $-h\lambda_i, -h\lambda_i^*, i = 1, \ldots, m$ are the non-real zeros of $Q_L$. Since all the zeros of $Q_p$ have negative real parts ([88][124]), we must have $\alpha_j > 0$ for all $j$ and $\Re(\lambda_i) > 0$ for all $i$. It now follows that $A_d$ can be expressed as

$${A_d} = \left( \prod_{j=1}^n (\alpha_j I + A_c) \right) \left( \prod_{i=1}^m (\lambda_i I + A_c)(\lambda_i^* I + A_c) \right)^{-1} \left( \prod_{j=1}^n (\alpha_j I - A_c) \right)^{-1} \left( \prod_{i=1}^m (\lambda_i^* I - A_c)(\lambda_i I - A_c) \right)^{-1},$$

which, due to commutativity of the factors, can be expressed as

$${A_d} = \left( \prod_{j=1}^n (\alpha_j I + A_c)(\alpha_j^* I - A_c)^{-1} \right) \left( \prod_{i=1}^m (\lambda_i I + A_c)(\lambda_i^* I - A_c)^{-1} \right) \left( \prod_{i=1}^m (\lambda_i^* I + A_c)(\lambda_i I - A_c)^{-1} \right).$$

Hence $A_d$ is a product of bilinear terms of the form $(\lambda I + A_c)(\lambda^* I - A_c)^{-1}$, where $\Re(\lambda) > 0$. Since $P$ is a Lyapunov matrix for $A_c$, it follows from Lemma 33 that $P$ is a Stein matrix for each of the bilinear terms. Thus $A_d$ is a product of a bunch of matrices each of which have $P$ as a Stein matrix. It now follows from Lemma 34 that $P$ is a Stein matrix for $A_d$.

In other words, the theorem states that if $A_d$ is a diagonal Padé approximation of $e^{Ah}$ for any $h > 0$, then a Lyapunov matrix for $A_c$ is also a Stein matrix for $A_d$. Lemma 39 tells us that the converse of this statement is true for $L = 1$. However, the converse of this statement is not necessarily true for $L \geq 2$; that is, for $L \geq 2$, a Stein matrix for $A_d$ is not necessarily a Lyapunov matrix for $A_c$, and in general $\mathcal{Z}_{A_d}$ is strictly contained in $\mathcal{Z}_{A_c}$. This is demonstrated in the following example.
**Example 5** Consider the Hurwitz stable matrix:

\[
A_c = \begin{bmatrix}
1.56 & -100 \\
0.1 & -4.44
\end{bmatrix}
\]

Now consider the matrix \(A_d\) obtained under the \([2/2]\)-order diagonal Padé approximation of \(e^{A_c h}\) with the discrete time step \(h = 2\):

\[
A_d = \begin{bmatrix}
-0.039 & 0.4205 \\
-0.0004 & -0.0138
\end{bmatrix}.
\]

The matrix

\[
P = \begin{bmatrix}
2.3294 & -0.0138 \\
-0.0138 & 2.7492
\end{bmatrix}
\]

is a Stein matrix for \(A_d\) but is not a Lyapunov matrix for \(A_c\).

The following corollary is easily deduced from the main theorem. This is probably the most useful result in the chapter. It says that quadratic stability is preserved under all diagonal Padé discretizations of a quadratically stable continuous-time switched system.

**Corollary 10** Suppose that \(P = P^* > 0\) is a CLM for a finite set of matrices \(\mathcal{A}_c\). Then \(P\) is CSM for any finite set of matrices \(\mathcal{A}_d\), where each \(A_d\) in \(\mathcal{A}_d\) is a diagonal Padé approximation of \(e^{A_c h}\) of any order for some \(A_c\) in \(\mathcal{A}_c\) and \(h > 0\).

**Proof:** If \(P\) is a CLM for \(\mathcal{A}_c\), then, \(P\) is an Lyapunov matrix for every \(A_c\) in \(\mathcal{A}_c\). It now follows from Theorem 43, that \(P\) is a Stein matrix for every \(A_d\) in \(\mathcal{A}_d\). Hence \(P\) is a CSM for \(\mathcal{A}_d\).

The last corollary shows that diagonal Padé approximations preserve quadratic stability for switching systems. Thus, quadratic stability of a continuous-time switching system implies quadratic stability of the corresponding discrete-time switching system obtained via a diagonal Padé discretization. However, it is very important to note that the corollary does not imply the converse. In fact converse is not true in general as the following example illustrates.

**Example 6** Consider the Hurwitz stable matrices:

\[
A_{c1} = \begin{bmatrix}
1.56 & -100 \\
0.1 & -4.44
\end{bmatrix}, \quad A_{c2} = \begin{bmatrix}
-1 & 0 \\
0 & -0.1
\end{bmatrix}.
\]
Since the matrix product $A_{c1}A_{c2}$ has negative real eigenvalues it follows that there is no CLM \[130\] for $\{A_{c1}, A_{c2}\}$. Now consider the matrices $A_{d1}, A_{d2}$ obtained under the $[2/2]$-order diagonal Padé approximation of $e^{A_ch}$ with the discrete time step $h = 2$:

$$A_{d1} = \begin{bmatrix} -0.039 & 0.4205 \\ -0.0004 & -0.0138 \end{bmatrix}, \quad A_{d2} = \begin{bmatrix} 0.1429 & 0 \\ 0 & 0.8187 \end{bmatrix}.$$

These matrices have a CSM

$$P_d = \begin{bmatrix} 2.3294 & -0.0138 \\ -0.0138 & 2.7492 \end{bmatrix}.$$

**Comment 7** Example 1, together with Corollary 1, illustrate the following facts. Let $\mathcal{A}_c$ be a finite set of Hurwitz stable matrices and $\mathcal{A}_d$ the corresponding finite set of Schur stable matrices obtained under diagonal Padé approximations for fixed $L$ and $h$. If $P$ is a CLM for $\mathcal{A}_c$, then $P$ is a CSM for $\mathcal{A}_d$. However, as the example demonstrates, the existence of a CSM for $\mathcal{A}_d$ does not imply the existence of a CLM for $\mathcal{A}_c$.

### 10.4 A CONVERSE RESULT

We have seen that if $P$ is a Lyapunov matrix for $A_c$, then for any positive integer $L$, $P$ is a Stein matrix for the $[L/L]$-order Padé approximation of $e^{A_ch}$ for all $h > 0$ that is,

$$A_d(h)^*PA_d(h) - P < 0 \quad \text{for all } h > 0,$$

where $A_d(h)$ is a diagonal Padé approximation (of any fixed order) to $e^{A_ch}$. The next lemma tells us that in order to achieve a converse result, we need the following additional condition to hold,

$$\lim_{h \to 0} \frac{A_d(h)^*PA_d(h) - P}{h} < 0. \quad (10.6)$$

**Lemma 35** Suppose that, for all $h > 0$, the matrix $A_d(h)$ is a Padé approximation (of any fixed order) to $e^{A_ch}$. Then $P$ is a Lyapunov matrix for $A_c$ if and only if $P$ is a Stein matrix for $A_d(h)$ for all $h > 0$ and (10.6) holds.

**Proof:** In view of our previous results, we can prove this result if we show that

$$\lim_{h \to 0} \frac{A_d(h)^*PA_d(h) - P}{h} = PA_c + A_c^*P. \quad (10.7)$$

To demonstrate this limit, first recall that $A_d(h) = Q_L(A_c h)Q_L(-A_c h)^{-1}$ and

$$Q_L(A_c h) = I + \frac{1}{2}(A_c h) + h^2D_L(A_c h),$$
where $D_L$ is a polynomial. Hence

$$\lim_{h \to 0} Q_L(-A_c h) = I$$

and

$$\lim_{h \to 0} \frac{Q_L(A_c h)^* P Q_L(A_c h) - Q_L(-A_c h)^* P Q_L(-A_c h)}{h} = P A_c + A_c^* P$$

Since

$$A_d(h)^* P A_d(h) - P = Q_L(-A_c h)^* [Q_L(h A_c)^* P Q_L(h A_c) - Q_L(-A_c h)^* P Q_L(-A_c h)] Q_L(-A_c h)^{-1}$$

we obtain the desired result (10.7).

10.5 IMPLICATIONS OF MAIN RESULT

The starting point for our work was the recently published paper [90]. One of the main results of that paper was the fact that the bilinear transform preserves quadratic stability when applied to continuous-time switched systems. We have shown that this property also holds for general diagonal Padé approximations (although the converse statement is not true). This is an important observation due to the fact that while the bilinear transform is stability preserving, it is not always a good approximation to the matrix exponential. Our result says that “more accurate” approximations are also stability preserving when going from continuous-time to discrete-time.

Two potential applications of this result are immediate. First, stable discrete-time LTI systems can be obtained from their continuous-time counterparts in a manner akin to that described in [90]. Secondly, our results provide a method to discretize quadratically stable linear switched system in a manner that preserves stability. That is, given a quadratically stable switched linear systems, a discrete-time counterpart obtained using diagonal Padé approximations to the matrix exponential, will also be quadratically stable. Since this property is true for all orders of approximation, and for all sampling times, our main result says that quadratic stability is robustly preserved under diagonal Padé discretizations or any order.

In the context of the previous comment, it is important to realize that the robust stability preserving property of diagonal Padé approximations is a unique feature of quadratically stable systems. It was recently shown that non-quadratic Lyapunov functions may not be preserved under the bilinear transform with sampling time $h = 2$. This fact was first demonstrated in [90], where it was proven that unlike quadratic Lyapunov functions, $\infty$-norm and 1-norm type Lyapunov functions are not necessarily preserved under the bilinear mapping with $h = 2$. In fact, the situation may be worse as the following example illustrates.
Example 7 Consider a continuous-time switching system described by (10.1) with $\mathcal{A}_c = \{A_{c1}, A_{c2}, A_{c3}\}$ where

$$A_{c1} = \begin{bmatrix} -19.00 & 0 & 0 \\ 0 & -9 & 0 \\ 0 & 0 & -0.10 \end{bmatrix}, \quad A_{c2} = \begin{bmatrix} -19 & 0 & 0 \\ -10 & -9 & 0 \\ -18.75 & 0 & -0.10 \end{bmatrix}, \quad A_{c3} = \begin{bmatrix} -19.00 & 0 & 18.75 \\ 0 & -9 & 8.75 \\ 0 & 0 & -0.10 \end{bmatrix}. $$

Using the ideas in [131] (also see Theorem 44 in the next section) it can be shown that this continuous-time switching system is globally exponentially stable. It follows from the results of Dayawansa and Martin [52] that this switching system has a Lyapunov function (though this is not necessarily quadratic). Now, consider a discrete-time approximation to the above system. We assume that switching is restricted to only occur at multiples of the sampling time $h = 0.25$. Using the $[1/1]$-order Padé approximation, we obtain a discrete-time switching system described by (10.2) with $\mathcal{A}_d = \{A_{d1}, A_{d2}, A_{d3}\}$ where

$$A_{di} = (I - \frac{1}{8}A_{ci})^{-1}(I + \frac{1}{8}A_{ci}), \quad i = 1, 2, 3. $$

that is,

$$A_{d1} \approx \begin{bmatrix} -0.40 & 0 & 0 \\ 0 & -0.06 & 0 \\ 0 & 0 & 0.98 \end{bmatrix}, \quad A_{d2} \approx \begin{bmatrix} -0.40 & 0 & 0 \\ -0.35 & -0.06 & 0 \\ -1.37 & 0 & 0.98 \end{bmatrix}, \quad A_{d3} \approx \begin{bmatrix} -0.40 & 0 & 1.37 \\ 0 & -0.06 & 1.01 \\ 0 & 0 & 0.98 \end{bmatrix}. $$

We now claim that the discrete-time switching system is unstable. To see this, we simply consider the incremental switching sequence $A_{d3} \rightarrow A_{d2} \rightarrow A_{d1}$; then the dynamics of the system evolve according to the product

$$A_d = A_{d1}A_{d2}A_{d3}. $$

Since the eigenvalues of $A_d$ are approximately $\{-0.002, -0.060, -1.035\}$, then with one eigenvalue outside the unit disc, this switching sequence, repeated periodically results in an unstable system.

Clearly, by selecting a smaller sampling time one obtains a better approximation to the continuous-time system. However, selecting an appropriate sampling time is difficult for switched systems since the sampling time is usually related to solution growth rates. While this is simple to calculate for an LTI system, bounds on the solution growth rates are usually very difficult to calculate for a switched system. On the other hand, were the original system quadratically stable, then our main result implies that stability can never be lost by a bad or unlucky choice of sampling time.

A further comment on the counter example

Example 7 in the previous section indicates that our main result and its corollary do not, in general, extend to switched systems which are exponentially stable, but do not have a
quadratic Lyapunov function. An interesting question therefore to ask is how one discretizes a general, exponentially stable, switching system. In this section we give a preliminary result in this direction. Specifically, we take a closer look at Example 7, and ask the question as to how one might discretize the system in the example so that exponential stability is preserved irrespective of the choice of sampling time. Our results can be summarized as follows:

(i) Even-ordered Padé discretizations preserve exponential stability for the system class illustrated by Example 7. This is true for any even ordered approximation, and for any sampling time.

(ii) Odd-ordered Padé discretizations preserve exponential stability provided the sampling time is smaller than a computable bound.

The above items say that even-ordered Padé discretizations preserve stability in a robust manner; odd-ordered ones do not. Example 7 is an example of a switching system of the form (10.1) where every matrix $A_c$ in $\mathcal{A}_c$ has real negative eigenvalues and every pair of matrices in $\mathcal{A}_c$ have $n-1$ common eigenvectors (namely all such matrix pairs are pairwise triangularizable). It is shown in [131] that such systems are exponentially stable. This result follows from the following theorem in [131] which we give here to aid our discussion.

**Theorem 44** [131] Suppose $\mathcal{Y} = \{v_1, \ldots, v_{n+1}\}$ is a set of vectors in $\mathbb{R}^n$ with the property that any subset of $n$ vectors is linearly independent. Let

$$\mathcal{M} = \{M_i : i = 0, 1 \cdots, n\},$$

where $M_0 = [v_1 \cdots v_n]$ and

$$M_i = [v_1 \cdots v_{n+1} \ v_{i+1} \cdots v_n] \quad \text{for} \quad i = 1, 2, \cdots, n, \quad (10.8)$$

that is, $M_i$ is obtained by replacing the $i$-th column in $M_0$ with the vector $v_{n+1}$. Let $\mathcal{A}_c$ be any finite subset of the following set of matrices:

$$\{MDM^{-1} : M \in \mathcal{M} \text{ and } D \text{ is diagonal negative definite } \} \quad (10.9)$$

Then the continuous-time switching system (10.1) is globally exponentially stable.

Recently, a discrete-time version of this result was obtained in [132]. Namely, a discrete-time switching system is exponentially stable if every pair of matrices in $\mathcal{A}_d$ share $n-1$ common eigenvectors, and if all eigenvalues are real, inside the unit circle, and positive [132] (i.e. there is no oscillatory behavior). In both the discrete-time case and the continuous-time case, the same type of Lyapunov function is used to prove stability. Since Padé approximations are eigenvector preserving, it immediately follows that any approximations that map real negative eigenvalues to positive ones, will, by invoking the above result, preserve exponential stability.
Using the above observations we obtain our next result. To describe this result, consider any positive integer \( L \) and let

\[
\bar{\alpha}_L = \begin{cases} 
\text{largest real zero of } Q_L \\
-\infty \text{ if } Q_L \text{ has no real zeros}
\end{cases}
\]

Since all real zeros of \( Q_L \) must be negative, we must have \( \bar{\alpha}_L < 0 \). When \( p \) is odd, \( Q_L \) must have at least one real zero; hence \( \bar{\alpha}_L \) is finite. When \( L \) is even, we show later that \( Q_L \) does not have any real zeros; hence \( \bar{\alpha}_L = -\infty \) for even \( L \). To illustrate,

\[
Q_1(s) = 1 + \frac{1}{2}s, \quad Q_2(s) = 1 + \frac{1}{2}s + \frac{1}{12}s^2;
\]

hence

\[
\bar{\alpha}_1 = -2, \quad \bar{\alpha}_2 = -\infty.
\]

**Theorem 45** Suppose that \( \mathcal{A}_c \) is a set of matrices satisfying the hypotheses of Theorem 44 and let

\[
\bar{\alpha} = \min\{\alpha : \alpha \text{ is an eigenvalue of } A_c \text{ and } A_c \in \mathcal{A}_c\}.
\]

Consider any positive integer \( L \) and define

\[
\bar{h}_L = \begin{cases} 
\frac{\alpha_L}{\bar{\alpha}} & \text{if } Q_L \text{ has a real zero} \\
\infty & \text{if } Q_L \text{ has no real zeros}
\end{cases}
\]

(10.10)

Let \( \mathcal{A}_d \) be any finite subset of

\[
\{C_{[L/L]}(hA_c) : A_c \in \mathcal{A}_c \text{ and } 0 < h < \bar{h}_L\}
\]

Then the discrete-time switching system (10.2) is globally exponentially stable.

**Proof:** We first show that all the eigenvalues of the matrices in \( \mathcal{A}_d \) must be positive, real and less than one. So, consider any matrix \( A_d \) in \( \mathcal{A}_d \). This matrix can be expressed as \( A_d = C_{[L/L]}(A,h) \) where \( A_c \) is in \( \mathcal{A}_c \) and \( h < \alpha_L / \bar{\alpha} \). From the description of \( \mathcal{A}_c \) we have \( A_c = MDM^{-1} \) where \( D \) is diagonal with negative diagonal elements, \( \alpha_1, \ldots, \alpha_n \). Consider any \( i = 1, \ldots, n \). Since \( \alpha_i \) is an eigenvalue of \( A_c \), it follows from the definition of \( \bar{\alpha} \) that \( \alpha_i \geq \bar{\alpha} \); hence \( h\alpha_i \geq h\bar{\alpha} \). Recalling the requirement that \( h < \alpha_L / \bar{\alpha} \) and noting that \( \bar{\alpha} < 0 \), we must have \( h\bar{\alpha} > \bar{\alpha}_L \); hence

\[
h\alpha_i > \bar{\alpha}_L.
\]

Since \( Q_L(s) \neq 0 \) for \( s > \bar{\alpha}_L \) where \( \bar{\alpha}_L < 0 \) and \( Q_L(0) = 1 > 0 \), it follows from the continuity of \( Q_L \) that \( Q_L(s) > 0 \) for \( s > \bar{\alpha}_L \); hence \( Q_L(h\alpha_i) > 0 \). Since \( -h\alpha_i > 0 \), we also have
$Q_L(-h\alpha_i) > 0$. Hence $C_{[L/L]}(h\alpha_i) = Q_L(h\alpha_i)/Q_L(-h\alpha_i) > 0$. Since $h\alpha_i < 0$ and $C_{[L/L]}$ maps the open left half plane into the open unit disk, we must also have $C_{[L/L]}(h\alpha_i) < 1$.

Since $A_d = C_{[L/L]}(A_c h)$ and $A_c = MDM^{-1}$, we have

$$A_d = M\Lambda M^{-1}$$

where $\Lambda$ is diagonal with diagonal elements

$$\Lambda_{ii} = C_{[L/L]}(h\alpha_i), \quad i = 1, \ldots, p$$

Hence $C_{[L/L]}(h\alpha_1), \ldots, C_{[L/L]}(h\alpha_L)$, are the eigenvalues of $A_d$ and these eigenvalues are positive, real and less that one.

We will now show that

$$\mathcal{A}_d = \{e^{\tilde{\Delta}_c} : \tilde{\Delta}_c \in \tilde{\mathcal{A}_c}\}$$  \hspace{1cm} (10.11)

where $\tilde{\mathcal{A}_c}$ is a set of matrices which satisfy the hypotheses of Theorem 44. This will imply that the continuous-time switching system

$$\dot{x} = \tilde{\Delta}_c(t)x(t) \quad \tilde{\Delta}_c(t) \in \tilde{\mathcal{A}_c}$$  \hspace{1cm} (10.12)

is globally exponentially stable. Relationship (10.11) tells us that the state of the discrete-time system (10.2) corresponds to the state at $t = 0, 1, 2 \cdots$ of the continuous-time system (10.12) switching at these times; this will imply that the discrete-time switching system is globally exponentially stable. To achieve the above goal, consider any $i = 1, \ldots, L$ and we let $\tilde{\alpha}_i = \ln[C_{[L/L]}(h\alpha_i)]$. Then $\tilde{\alpha}_i$ is negative real and

$$C_{[L/L]}(h\alpha_i) = e^{\tilde{\alpha}_i}. \hspace{1cm} (10.13)$$

Now consider $\tilde{\Delta}_c = M\tilde{D}M^{-1}$ where $\tilde{D}$ is the diagonal matrix with negative diagonal elements $\tilde{\alpha}_1, \ldots, \tilde{\alpha}_L$. Since $\tilde{\Delta}_c = M\tilde{D}M^{-1}$ we also have $e^{\tilde{\Delta}_c} = M\tilde{\Lambda}M^{-1}$ where $\tilde{\Lambda}$ is diagonal with diagonal elements

$$\tilde{\Lambda}_{ii} = e^{\tilde{\alpha}_i}, \quad i = 1, \ldots, L.$$  

It follows from (10.13) that $\tilde{\Lambda} = \Lambda$; hence

$$A_d = e^{\tilde{\Delta}_c}.$$  

Since $\mathcal{A}_c$ is a finite set of matrices satisfying the hypotheses of Theorem 44, it now follows that $\mathcal{A}_d$ can be expressed as (10.11) where $\tilde{\mathcal{A}_c}$ is a finite set of matrices satisfying the hypotheses of Theorem 44. As explained above this now implies that the discrete-time switching system is globally exponentially stable.
Note that $\alpha$ is the most negative eigenvalue of the matrices in $\mathcal{A}$. In the example of the previous section, $\alpha = -19$ whereas $\alpha_L = \bar{\alpha}_1 = -2$; hence $\bar{h}_L = -2/ -19 = 0.1053$. In this example, $h = 0.25 > \bar{h}_L$ and so the hypotheses of the above theorem are not satisfied. In Example 7, it can be easily verified that, had we discretized with $h < 0.1053$, the corresponding discrete-time switching would have been exponentially stable.

Before proceeding to the next result, we briefly digress to show that for $L$ even, the polynomial $Q_L$ has no real zeros (hence $\bar{h}_L = \infty$ whenever $L$ is even). This conclusion is evident from the following theorem. A general rational approximation $R(z)$, is a approximation to $e^z$ of order $'q'$, if $e^z - R(z) = Cz^{q+1} + O(z^{q+2})$ with $C \neq 0$. Theorem 46 provides the maximum attainable order of such rational approximations under some conditions.

**Theorem 46** [133] Suppose that a rational approximation to the exponential function is given by $R(z) = P_K(z)/Q_J(z)$, where the subscripts $K$ and $J$ denote the orders of the polynomials $P_K$ and $Q_J$ respectively. Let $Q_J$ have only $M$ different complex zeros. If in addition $Q_J$ has a real zero then, the order $q$ of $R$ satisfies

$$q \leq K + M + 1.$$  

If $Q_J$ has no real zeros then,

$$q \leq K + M.$$  

A Padé approximation $P_K/Q_J$ is a special case of the rational approximations considered in the above theorem and its order is $q = J + K$ [133], where $K$ and $J$ denote the orders of the polynomials $P_K$ and $Q_J$. Hence, if $Q_J$ has only $M$ different complex zeros and at least one real zero, it must satisfy $J + K \leq K + M + 1$, that is,

$$J \leq M + 1.$$  

If $Q_J$ had a real zero when $J$ is even, it must have two real zeros and, since $Q_J$ has at least $M$ complex zeros, this yields the contradiction that $J \geq M + 2$. Hence, for a Padé approximation $P_K/Q_J$ with $J$ even, $Q_J$ has no real zeros.

**Comment 8** The above results tell us that for even order Padé approximations we have $\bar{h}_L = \infty$. This yields the next result.

**Theorem 47** Suppose that $\mathcal{A}$ is a finite set of matrices satisfying the hypotheses of Theorem 44 and $L$ is any even positive integer. Then, for any sampling time, the discrete-time switching system (10.2) obtained under the $[L/L]$-order diagonal Padé approximation is globally exponentially stable.
The key point in the proof of the last theorem is that even ordered Padé polynomials do not have real zeros. It immediately follows that stability is preserved for any choice of sampling interval. Odd ordered Padé polynomials, on the other hand, have some real zeros, and these zeros can cause difficulties in ensuring that negative real eigenvalues map to positive ones. To preserve stability in this case one must select a sampling time that is small enough. To illustrate this point let us consider again Example 7. We assume that switching is restricted to only occur at multiples of the sampling time $h = 1$ (which is chosen to illustrate the assertions in Theorem 45). As can be seen from Table 1, the first two odd order approximations lead to

<table>
<thead>
<tr>
<th>Order (L)</th>
<th>$\lambda_{\text{max}}(A_d A_{d2} A_{d3})$</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5819</td>
<td>Unstable</td>
</tr>
<tr>
<td>2</td>
<td>0.5957</td>
<td>Stable</td>
</tr>
<tr>
<td>3</td>
<td>1.0710</td>
<td>Unstable</td>
</tr>
<tr>
<td>4</td>
<td>0.6539</td>
<td>Stable</td>
</tr>
</tbody>
</table>

Table 1: Stability of some even and odd approximations for Example 7

an unstable discrete time switching system.

**Comment 9** The results of this section indicate that the selection of stable Padé discretizations is guided strongly by the knowledge of the Lyapunov function for the original switched system. This suggests the following interesting open question. Namely, to determine if in choosing a discretization method for exponentially stable continuous-time switched systems, knowledge of a Lyapunov function for the original continuous-time system is required.

### 10.6 Quadratic Stability and Padé Approximations for Descriptor Systems

In this section, we extend the concept of quadratic stability to descriptor systems having index greater than one. Then we show that the generalized Padé approximations for descriptor systems introduced earlier also preserve quadratic Lyapunov functions. We begin this section by recalling some basics of Lyapunov stability theory and the order reduction (and index reduction) procedure for general descriptor system of index $k > 0$ (see equation 9.1) from chapter 9.

We say that a scalar valued function $V$ is a **Lyapunov function** for the reduced-order LTI system (9.6) if for all non-zero $w = Y_k^T \ldots Y_2^T Y_1^T x \in Y_k^T \ldots Y_2^T Y_1^T \mathbb{C}$ we have $V(w) > 0$ and $\dot{V}(w) < 0$; $V$ is a **quadratic Lyapunov function** if $V$ is a Lyapunov function and $V$ can be written as $V(w) = w^T P w$ for some symmetric matrix $P$; in this case, we say that $P$ is a
**Lyapunov matrix** for system (9.6). The existence of a Lyapunov matrix $P$ guarantees that the system is **GUES**, that is, there are constants $\alpha, \beta > 0$ such that every solution satisfies

$$
\|w(t)\| \leq \beta e^{-\alpha(t-t_0)}\|w(t_0)\| \quad \text{for} \quad t \geq t_0.
$$

(10.14)

From Lemma 19 we can conclude that **GUES** of (9.6) is equivalent to **GUES** of (9.1). Suppose $P$ is a Lyapunov matrix for the descriptor system (9.6). Then, the requirement that $V(w) > 0$ all for non-zero $w$ in $Y_1^T \ldots Y_k^T Y_1 Y_2 Y_1^T \mathcal{C}$ is equivalent to $P$ being positive-definite on $Y_1^T \ldots Y_k^T Y_1 Y_2 Y_1^T \mathcal{C}$, that is, $w^T P w > 0$ for all $w$ in $Y_1^T \ldots Y_k^T Y_1 Y_2 Y_1^T \mathcal{C}$. Now note that

$$
V = 2\dot{w}^T P \dot{w} = 2\dot{w}^T PE_k \dot{\mathcal{W}} = -\dot{w}^T Q \mathcal{W}
$$

where $Q$ is given by

$$
PE_k + E_k^T P + Q = 0.
$$

(10.15)

Consider the descriptor systems (9.1) and (9.6) where $x$ is in $\mathcal{C}$ and $w$ is in $Y_1^T \ldots Y_k^T$, thus

$$
V = -\dot{w}^T Q \mathcal{W} = -(Y_1^T \ldots Y_k^T \dot{x})^T Q (Y_1^T \ldots Y_k^T \dot{x})
$$

and the requirement that $V(w) < 0$ for all non-zero $w$ in $Y_1^T \ldots Y_k^T \mathcal{C}$ is equivalent to $Q_0 = Y_1 \ldots Y_k Q Y_1^T \ldots Y_k^T$ being positive-definite on $\mathcal{C}$. This is equivalent to the requirement that $Y_1 \ldots Y_k (PE_k + E_k^T P) Y_1^T \ldots Y_k^T$ is negative-definite on $\mathcal{C}$. Since $E_k^T Y_k \ldots Y_1^T Y = Y_k^T \ldots Y_1^T A^{-1} E$ and if we let $P_0 = Y_1 \ldots Y_k Q Y_1^T \ldots Y_k^T$ and $Q_0 = Y_1 \ldots Y_k Q Y_1^T \ldots Y_k^T$, we have the following conclusion.

A symmetric matrix $P_0$ is a Lyapunov matrix for descriptor system (9.1) if and only if the matrices $P_0$ and $Q_0$ defined by

$$
P_0 (A^{-1} E) + (A^{-1} E)^T P_0 + Q_0 = 0
$$

(10.16)

are positive-definite on the consistency space of the system.

Based on this discussion, we propose the following result.

**Theorem 48** Suppose that $(E, A)$ is a continuous time stable descriptor pair and the corresponding $[L/L]$-order diagonal Padé approximation is

$$
x((p + 1)h) = C_{L/L}(E, A) x[p h] = \tilde{Q}_L (-A^{-1} E h)^{-1} \tilde{Q}_L (A^{-1} E h) x[p h], \quad h > 0.
$$

(10.17)

If $P_0$ is a Lyapunov matrix for $(E, A)$ then, $P_0$ is Lyapunov matrix for (10.17).
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PROOF: A symmetric matrix $P_0$ is a Lyapunov matrix for descriptor system $(E,A)$ if and only if

$$P_0(A^{-1}E) + (A^{-1}E)^T P_0$$ (10.18)

is negative-definite on the consistency space $\mathcal{C}$ of the system $(E,A)$. From our earlier discussion (see equations (10.15) and (10.16)), negative definiteness of $P_0(A^{-1}E) + (A^{-1}E)^T P_0$ on $\mathcal{C}$ is equivalent to negative definiteness of $E_k^{-T} P + P E_k^{-1}$ on $\mathcal{C}_k$. This is also equivalent to negative definiteness of $E_k^{-T} P + P E_k^{-1}$ on $\mathcal{C}_k$.

Diagonal Padé approximations preserve the quadratic Lyapunov function [134], hence if there exists a symmetric matrix $P$, positive definite on $\mathcal{C}_k = Y_k^T \ldots Y_2^T Y_1^T \mathcal{C}$ such that

$$E_k^{-T} P + P E_k^{-1}$$ (10.19)

is negative-definite on $\mathcal{C}_k$. Then

$$C_{[L!/L!]}(E_k^{-1}h)^T P C_{[L!/L!]}(E_k^{-1}h) - P$$ (10.20)

is also negative-definite on $\mathcal{C}_k$. Hence,

$$Y_1 \ldots Y_k [Q_L(E_k^{-1}h)^T Q_L(-E_k^{-1}h)^{-T} P Q_L(-E_k^{-1}h)^{-1} Q_L(E_k^{-1}h) - P] Y_k^T \ldots Y_1^T$$

$$= Y_1 \ldots Y_k [\tilde{Q}_L(E_k h)^T \tilde{Q}_L(-E_k h)^{-T} P \tilde{Q}_L(-E_k h)^{-1} \tilde{Q}_L(E_k h) - P] Y_k^T \ldots Y_1^T$$

$$= Y_1 \ldots Y_k [\tilde{Q}_L(E_k h)^T P \tilde{Q}_L(E_k h) - \tilde{Q}_L(-E_k h)^T P \tilde{Q}_L(-E_k h)] Y_k^T \ldots Y_1^T$$

(applying Lemmas 29 and 30)

$$= \tilde{Q}_L(A^{-1} Eh)^T P_0 \tilde{Q}_L(A^{-1} Eh) - \tilde{Q}_L(-A^{-1} Eh)^T P_0 \tilde{Q}_L(-A^{-1} Eh)$$

$$= \tilde{Q}_L(-A^{-1} Eh)^{-T} \tilde{Q}_L(A^{-1} Eh)^T P_0 \tilde{Q}_L(A^{-1} Eh) \tilde{Q}_L(-A^{-1} Eh)^{-1} - P_0$$

is negative definite on $\mathcal{C}$.

10.7 CONCLUSIONS

In this chapter, we have shown that diagonal Padé approximations to the matrix exponential preserves quadratic Lyapunov functions between continuous-time and discrete-time switched systems. We have also shown that the converse is not true. Namely, it does not follow that the original continuous-time system is quadratically stable even if the discrete-time system has a quadratic Lyapunov function. Furthermore, it is easily seen that such approximations do not (in general) preserve stability when used to discretize switched systems that are stable (but not quadratically stable). Our results suggest a number of interesting research directions. An immediate question concerns discretization methods that preserve other types of stability. Since general Padé approximations can be thought of as products of complex bilinear transforms, an immediate question in this direction concerns the equivalent map
for other types of Lyapunov functions. For example, given a continuous-time system with some Lyapunov function, what are the mappings from continuous-time to discrete-time that preserve the Lyapunov functions. A natural extension of this question concerns whether discretization methods can be developed for exponentially stable switched and nonlinear systems but which do not have a quadratic Lyapunov function. We will focus on some of these questions in our next chapter. Finally, we also extend our results on preserving quadratic Lyapunov functions for regular systems to descriptor systems.
In this chapter, we consider preservation of polyhedral Lyapunov functions for stable continuous-time linear systems under discretization. This problem is motivated by the non-conservative nature of polyhedral Lyapunov functions. It has been shown in [120], that a continuous-time system and its diagonal Padé discretization (of any order and sampling) always share at least one common piecewise linear (polyhedral) Lyapunov function if the continuous time matrix $A_c$ has distinct eigenvalues. We show that this result is also valid for the case when $A_c$ consists of non-trivial Jordan blocks.

### 11.1 Introduction

A fundamental issue for the discretization of switched systems is that quadratic stability is only a sufficient condition for exponential stability. A more complete characterisation of exponential stability requires the study of piecewise-linear and piecewise quadratic Lyapunov functions [135]. Thus, for switched systems, the notion of stability preservation goes beyond the notion of quadratic Lyapunov functions, and requires the study of more elaborate Lyapunov functions. This observation motivates the use of polyhedral Lyapunov functions. Such functions are known to be non-conservative in the analysis of stability under arbitrary switching for polytopic and switched systems. In other words, given a switching system that is stable under arbitrary switching, a polyhedral Lyapunov function for this system always exists, while a quadratic Lyapunov function does not exist in general. Our results on diagonal Padé approximations have motivated an interesting result in [120] for polyhedral Lyapunov functions, which states that a stable continuous-time system and its Padé discretized version of order $p \geq 1$ (for any sampling time) always share such a function. This does not contradict previous results in [90], where it was proven, through a counterexample, that a given polyhedral Lyapunov function in continuous-time may not be a Lyapunov function for the sampled discrete-time system obtained via the particular class of bilinear transformations with fixed sampling time. However, this result was proved under the assumption that the continuous-time system matrix $A_c$ has distinct eigenvalues [120]. This result follows by making explicit use of the fact that the diagonal Padé approximation preserves the Jordan structure of a matrix $A_c$ if the matrix has distinct eigenvalues. Unfortunately, this fact no longer holds when $A_c$ has non-trivial Jordan blocks, and the purpose of this chapter is therefore to extend the results of [120] to the case of non-trivial Jordan blocks.
In this chapter, we extend the results in [120] to the case where the system matrix has non-trivial Jordan blocks. As we shall see, this extension is non-trivial and requires developing substantial technical content that deviates significantly from the arguments in [120].

11.2 Problem statement

Consider a continuous-time linear time-invariant (LTI) system

\[ \dot{x}(t) = A_c x(t), \]  

(11.1)

where the matrix \( A_c \in \mathbb{R}^{m \times m} \) is Hurwitz. We are interested in the discrete time approximation

\[ x[(k+1)h] = A_d x[kh] \]  

(11.2)

obtained via the diagonal Padé approximation of order \([n/n]\) with sampling time \( h \). We are primarily interested in the preservation of a polyhedral Lyapunov function \( V(x) = \| W x \|_\infty \) under diagonal Padé approximation. Now we present the result from [120], where the authors proved the following fundamental result:

**Theorem 49** [120] Consider a Hurwitz stable matrix \( A_c \) of dimension \( N \) and its diagonal Padé discretization \( A_d \) of order \( n \). Assume that all eigenvalues of \( A_c \) are distinct. Let \( N_r \) be the number of real negative eigenvalues, and \( 2N_c \) be the number of pairs of complex eigenvalues \( \sigma_i \pm j\tau_i, i = 1, 2, \ldots, N_c \). For each pair of complex eigenvalues, let \( k_i \) be an integer greater than one such that \( \sigma_i \pm j\tau_i \) belongs to the sector \( S_c(k_i) = \{ \lambda = \sigma + j\tau : \sigma < 0, |\tau| < \frac{\sin(\frac{\pi}{k_i})}{1 - \cos(\frac{\pi}{k_i})}|\sigma| \} \). Then there exists a \( W \in \mathbb{R}^{N' \times N} \), with \( N' = \sum_{i=1}^{k_i} k_i + N_r \) with

\[
W = \begin{pmatrix}
W_1 & 0 & \cdots & 0 & 0 \\
0 & W_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & W_{N_c} & 0 \\
0 & 0 & \cdots & 0 & I
\end{pmatrix} T_c, \quad (11.3)
\]

where

\[
W_i = \begin{pmatrix}
1 & 0 \\
\cos(\frac{\pi}{k_i}) & \sin(\frac{\pi}{k_i}) \\
\cos(\frac{2\pi}{k_i}) & \sin(\frac{2\pi}{k_i}) \\
\vdots & \vdots \\
\cos(\frac{(k_i-1)\pi}{k_i}) & \sin(\frac{(k_i-1)\pi}{k_i})
\end{pmatrix}, \quad (11.4)
\]

and \( T_c \) is the Modal matrix for \( A_c \), such that \( V(x) := \| W x \|_\infty \) is a Lyapunov function both for \( A_c \) and \( A_d \).
In this chapter, we prove the same result when \( A_c \) has non-trivial Jordan blocks. Given \( A_c \) a square matrix, we consider its real Jordan form \( J_c = T_c^{-1}A_c T_c \):

\[
J_c = \begin{pmatrix}
J^0_c & 0 & \ldots & 0 \\
0 & J^1_c & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & J^l_c
\end{pmatrix},
\]

(11.5)

where \( J^1_c, \ldots, J^l_c \) are all the blocks either of the form

\[
\begin{pmatrix}
\lambda & 1 & 0 & \ldots & 0 \\
0 & \lambda & 1 & \ldots & 0 \\
0 & 0 & \lambda & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \lambda
\end{pmatrix}
\]

(11.6)

with \( \lambda < 0 \) (real eigenvalues), or of the form:

\[
\begin{pmatrix}
\Lambda & I & 0 & \ldots & 0 \\
0 & \Lambda & I & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \Lambda & I \\
0 & 0 & \ldots & \ldots & \Lambda
\end{pmatrix}
\]

(11.7)

where \( \Lambda = \begin{pmatrix} \sigma & \tau \\ -\tau & \sigma \end{pmatrix}, \sigma < 0, \tau > 0, I \) is the identity matrix of dimension 2 and \( \mathbf{0} \) is the null matrix of dimension 2. The first block \( J^0_c \) has the following structure

\[
J^0_c = \begin{pmatrix}
\lambda_1 & \ldots & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & \ldots & \lambda_{m_0} & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & \Lambda_1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ldots & \ldots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ldots & \ldots & \ldots & \Lambda_{m_0}
\end{pmatrix}
\]

with \( \Lambda_i = \begin{pmatrix} \sigma_i & \tau_i \\ -\tau_i & \sigma_i \end{pmatrix} \). In other words, \( J^0_c \) contains the real eigenvalues \( \Lambda_i \) (eventually coinciding) such that the corresponding line and column in the real Jordan form are 0 except on
the diagonal itself, and the complex eigenvalues blocks $\Lambda_i$ such that the corresponding lines
and columns are 0 except on the block itself. We now state our main result:

**Theorem 50** Let $A_c$ be a Hurwitz matrix. Then, there exists a matrix $W$ such that for all
$h > 0$ and any order $n$ of approximation, the systems 11.1 and 11.2 with $A_d = P[n/n](A_c h)$
share the polyhedral Lyapunov function $\|W x\|_\infty$. We have $W = WT_c$ where $T_c$ is the modal
matrix for $A_c$ and the precise structure of $W$ is given in Lemmas 36 and 37.

We shall prove this theorem in Section 11.5. The proof is based on the study of each block of
the matrix $J_c$ independently. For this reason, we first study the two following special cases:
the **real case**, in which $A_c$ is given by 11.6; and the **complex case**, in which $A_c$ is given 11.7.
These cases are presented in the two following sections.

### 11.3 The Real Case

In this section, we consider $A_c$ of the form 11.6. We denote its dimension with $m$. Then

$$A_d = \begin{pmatrix}
  f_0 & f_1 & f_2 & \ldots & f_{m-1} \\
  0 & f_0 & f_1 & \ldots & f_{m-2} \\
  0 & 0 & f_0 & \ldots & f_{m-3} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & \ldots & f_0
\end{pmatrix}, \quad (11.8)$$

with $f_i := P[i/n](\lambda h) \frac{d}{d\lambda}$. The index $(i)$ denotes the $i$-th derivative of $P[n/n](x)$ with respect to $x$.

The formula 11.8 can be easily proved by writing $P[n/n](x) = \sum_{i=0}^{\infty} a_i x^i$ and studying the
expression of the powers $A_c^i$; see [136] for details. As a consequence, terms on the upper
diagonal have series expressions coinciding with derivatives of the series $\sum_{i=0}^{\infty} a_i x^i$. The
convergence of the series for $A_c$ Hurwitz is given by the fact that Padé approximation and its
derivatives have poles in the right-half plane only [137].

We now prove the following lemma.

**Lemma 36** Consider the Hurwitz matrix $A_c$ of the form 11.6 and denote its dimension
with $m$. Then, there exists a positive $\alpha > -\frac{1}{\lambda}$ such that for all $h > 0$ and any order $n$ of
approximation, the matrices $A_c$ and $A_d = P[n/n](A_c h)$ share the common Lyapunov function

$$V(x) = \|D x\|_\infty. \quad (11.9)$$

with $D = \text{diag}\{1, \alpha, \ldots, \alpha^{n-1}\}$.
PROOF: We first prove that (11.9) is a Lyapunov function for \( A_c \). Since \( D \) is invertible, we transform \( DA_c = Q_c D \)

\[
Q_c = DA_c D^{-1} = \begin{pmatrix}
\lambda & \frac{1}{\alpha} & 0 & \cdots & 0 \\
0 & \lambda & \frac{1}{\alpha} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & \lambda \\
0 & \cdots & \cdots & \cdots & \frac{1}{\alpha}
\end{pmatrix}
\] (11.10)

Under the condition \( \alpha > -\frac{1}{\lambda} \), we have that \( \mu_{\infty}(Q_c) = \lambda + \frac{1}{\alpha} < 0 \). Thus \( V(x) = ||Dx||_{\infty} \) is a Lyapunov function for \( A_c \). Since \( A_d = P_{[n/n]}(A, h) \) is given by 11.8, we can compute \( Q_d = DP_{[n/n]}(A, h)D^{-1} \), that is

\[
Q_d = \begin{pmatrix}
f_0 & \frac{f_1}{\alpha} & \frac{f_2}{\alpha^2} & \cdots & \frac{f_{m-1}}{\alpha^{m-1}} \\
0 & f_0 & \frac{f_1}{\alpha} & \cdots & \frac{f_{m-2}}{\alpha^{m-2}} \\
0 & 0 & f_0 & \cdots & \frac{f_{m-3}}{\alpha^{m-3}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & f_0
\end{pmatrix}
\] (11.11)

To prove \( ||Q_d||_{\infty} < 1 \), we need to prove that

\[
|f_0| + \left| \frac{f_1}{\alpha} \right| + \left| \frac{f_2}{\alpha^2} \right| + \cdots + \left| \frac{f_{m-1}}{\alpha^{m-1}} \right| < 1
\] (11.12)

Take now any \( \bar{h} > 0 \). We now compute \( \alpha \) such that 11.12 is satisfied for all \( h < \bar{h} \). For each \( i = 1, \ldots, m - 1 \), compute \( M^i = \max_{h \in [0, \bar{h}]} \left| P_{[n/n]}^{(i)}(\lambda h) \right| \) and \( M = \max_{i=1, \ldots, m-1} M^i \). Remark that each \( M^i \) is finite, since the derivatives \( P_{[n/n]}^{(i)} \) are always finite for non-positive numbers, since Padé approximations and their derivatives have poles with real part that is strictly positive. Hence, \( M \) exists, since it is the maximum over a finite set. Then, we bound 11.12 with

\[
|P_{[n/n]}(\lambda h)| + M \left( \frac{h}{\alpha} + \frac{h^2}{\alpha^2} + \cdots + \frac{h^{m-1}}{\alpha^{m-1}} \right) < 1.
\]

Since \( \lambda < 0 \), we have that \( |P_{[n/n]}(\lambda h)| < 1 \), hence we can always find \( \alpha \) such that

\[
\left( \frac{h}{\alpha} + \frac{h^2}{\alpha^2} + \cdots + \frac{h^{m-1}}{\alpha^{m-1}} \right) < \frac{1}{M} |P_{[n/n]}(\lambda h)|.
\]

This latter fact follows from the fact that \( |P_{[n/n]}(\lambda h)| \) is always bounded away from 1. Thus, for all \( h < \bar{h} \), condition 11.12 are verified.

We now study the limiting case as \( h \to \infty \). First, define the new variable \( x := -\frac{1}{\lambda h} \) and the function \( g_0(x) := f_0 = P_{[n/n]}(-1/x) \), that is defined for \( x \geq 0 \). In particular, at \( x = 0 \) we have \( g_0(0) = \lim_{h \to \infty} f_0 = \pm 1 \), since \( |P_{[n/n]}(\infty)| = 1 \). Moreover, \( |P_{[n/n]}| < 1 \) for all \( h > 0 \), that implies \( |g_0(x)| < 1 \) for \( x > 0 \). Its Taylor expansion in 0 (for \( x > 0 \) only) is thus \( g_0(x) = \ldots \)

\footnote{This process coincides with the Taylor expansion of \( P_{[n/n]} \) at \( \infty \).}
\[ d_0 + d_1 x + o(x) \text{ with } |d_0| = 1 \text{ and } \sum d_0 d_1 < 0. \] By substitution, we have \[ f_0 = d_0 + \frac{d_1}{\lambda h} + o(1/h). \] Differentiating this series \( i \) times with respect to \( h \), we have

\[ P_{[n/n]}^{(i)}(\lambda h) = (-1)^i \frac{d_1}{\lambda^{i+1} h^{i+1}} + o(1/h^{i+1}), \] (11.13)

thus \( |f_i| = \frac{|d_1|}{|\lambda|^{i+1} h} + o(1/h) \). Since \( \beta = |\lambda| \alpha > 1 \), we have

\[ \frac{|f_i|}{\alpha} = \frac{|d_1|}{|\lambda|^{i+1} h \alpha} + o(1/h) \leq \frac{|d_1|}{|\lambda|^{i+1} \alpha h} + o(1/h) \]

for all \( h \geq h^* \) such that \( \|Q_d\|_\infty \leq 1 - \frac{|d_1|}{|\lambda| h} + \frac{|d_1|}{|\lambda|^2 \alpha h} (m - 1) + o(1/h) \). This means that there exists \( h^* > 0 \) such that \( \|Q_d\|_\infty \leq 1 - \frac{|d_1|}{|\lambda| h} + \frac{|d_1|}{|\lambda|^2 \alpha h} (m - 1) \) for all \( h \geq h^* \). Then estimate (11.12) with

\[ 1 - \frac{|d_1|}{|\lambda| h} + \frac{|d_1|}{|\lambda|^2 \alpha h} (m - 1) < 1 \]

that is true by choosing \( \alpha > \frac{m-1}{|\lambda|}. \)

We now merge the two cases. Using the first part, choose \( h = h^* \) and find \( \alpha_1 \) so that (11.12) holds for all \( h < h^* \) and \( \alpha \geq \alpha_1 \). Using the limit case, choose \( \alpha_2 > \frac{m-1}{|\lambda|} \) so that (11.12) holds for all \( h \geq h^* \) and \( \alpha \geq \alpha_2 \). Choose now \( \alpha^* = \max \{ \alpha_1, \alpha_2 \} \) and observe that 11.12 holds for all \( h \).

**Remark 3** As apparent from the proof of the previous theorem, there exists a value \( \bar{\alpha} \) of \( \alpha \) that ensures that \( V(x) = \|Dx\|_\infty \) is a Lyapunov function for both \( \Lambda_c \) in 11.6 and \( \Lambda_d \) in 11.8, for all \( \alpha > \bar{\alpha} \). Taking again into account the fact that \( \alpha|\lambda| > 1 \), an upper bound value of \( \bar{\alpha} \), can be found from 11.12, i.e.

\[ \frac{1}{|\lambda|} < \bar{\alpha} \leq \frac{1}{\sup_{h > 0} \left( 1 - \frac{|f_0|}{|\lambda|} \right)} \sum_{i=1}^{m-1} \frac{|f_i||\lambda|^{i-1}}{(1 - |f_0|)} \]

11.3.1 **Explicit computation of \( \bar{h} \) for the case of real Jordan blocks**

Since diagonal Padé approximations are A-stable, we have \( |P_{[n/n]}^{(1)}(\lambda h)| < 1 \). However, for (11.9) to be a Lyapunov function for the discrete time system we need to verify \( \|Q_d\|_\infty < 1 \), that is

\[ \sum_{j=0}^{m-1} \left| P_{[n/n]}^{(j)}(\lambda h) \frac{(h \alpha)^j}{\alpha} \right| < 1 \quad \text{for all } i = 1, \ldots, m - 1. \] (11.15)

2 For \( d_0 = 1 \), one needs \( d_1 < 0 \) to have \( g \) decreasing; and the opposite for \( d_0 = -1 \). More precisely, \( g > 0 \) decreasing with \( d_0 = 1 \) implies \( d_1 < 0 \) or \( d_1 = d_2 = 0 \) and \( d_3 < 0 \), or \( d_1 = d_2 = d_3 = d_4 = 0 \) and \( d_5 < 0 \).... For simplicity of notation, we study the case \( d_1 \neq 0 \); the same proof can be adapted to the other cases too.
Assumption: Assume that $P_{[n/n]}(z)$ is absolutely monotonic over $(-r_n, 0]$ such that $\lambda h < r_n$.

We recall that absolute monotonicity of $P_{[n/n]}(z)$ means that all derivatives $P_{[n/n]}^{(i)}(z)$ are positive. Thus, for $\lambda h > -r_n$, we have that the series 11.15 have all positive terms. We estimate all these series with

$$\sum_{j=0}^{\infty} \frac{P_{[n/n]}^{(j)}(\lambda h)}{j!} \left( \frac{h}{\alpha} \right)^j = P_{[n/n]}(\lambda h + \frac{h}{\alpha}) \leq |P_{[n/n]}(\lambda h + \frac{h}{\alpha})|.$$  

(11.16)

Since $\lambda h + \frac{h}{\alpha} < 0$ for our choice of $\alpha$, we have $|P_{[n/n]}(\lambda h + \frac{h}{\alpha})| < 1$. The condition on $\bar{h}$ is thus reduced to $\bar{h} < \frac{r_n}{\alpha}$. Some values of $r_n$, as well as an algorithm for their computation, are given in [138].

11.4 THE COMPLEX CASE

In this section, we consider $A_c$ of the form 11.7. We denote its dimension with $2m$. Then

$$A_d = \begin{pmatrix} F_0 & F_1 & F_2 & \ldots & F_{m-1} \\ 0 & F_0 & F_1 & \ldots & F_{m-2} \\ 0 & 0 & F_0 & \ldots & F_{m-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & F_0 \end{pmatrix}$$  

(11.17)

with $F_i := P_{[n/n]}^{(i)}(\lambda h) \frac{h^i}{i!}$. As in the previous Section, derivative notation should be interpreted as the rational functions that are derivatives of the rational function $P_{[n/n]}(x)$. The proof of this formula is as for the real case. The only detail to be careful with is that, in this case, the product of matrices only involves $\lambda$ and $I$, for which the product is commutative.

Let $k$ be a natural number such that $\sigma + j\tau \in \mathcal{S}_c(k)$. Let

$$\tilde{W} = \begin{pmatrix} 1 & 0 & \cos(\frac{\pi}{k}) & \sin(\frac{\pi}{k}) & \cos(\frac{2\pi}{k}) & \sin(\frac{2\pi}{k}) & \vdots & \vdots & \cos(\frac{(k-1)\pi}{k}) & \sin(\frac{(k-1)\pi}{k}) \end{pmatrix}. $$

This matrix defines a Lyapunov function $\|\tilde{W}x\|_\infty$ both for the block $\lambda = \begin{pmatrix} \sigma & \tau \\ -\tau & \sigma \end{pmatrix}$ and $P_{[n/n]}(\lambda h)$ for all $h > 0$, as proved in [122]. We now use this fact to compute the Lyapunov function for $A_c$ and $A_d$, and consequently prove the following lemma.
Lemma 37 Consider the Hurwitz matrix $A_c$ of the form 11.7 and denote its dimension with $2m$. Then there exists an $\alpha > \frac{1}{-\sigma - \frac{1 - \cos \left( \frac{\pi}{k} \right)}{\sin \left( \frac{\pi}{k} \right)}}$ such that for all $h > 0$ and order $n$ of approximation, the matrices $A_c$ and $A_d = P_{n/n}(A_c h)$ share the common Lyapunov function

$$V(x) = \|W x\|_\infty$$  \hfill (11.18)

with

$$W = \begin{pmatrix}
W & 0 & 0 & \ldots & 0 \\
0 & W\alpha & 0 & \ldots & 0 \\
0 & 0 & W\alpha^2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & W\alpha^{m-1}
\end{pmatrix}$$  \hfill (11.19)

Proof: We first prove that (11.18) is a Lyapunov function for $A_c$. We already know that there exists a certain $\tilde{Q}_c$ with $\mu_\infty(\tilde{Q}_c) < 0$ satisfying $W \lambda = \tilde{Q}_c W$. Moreover, $\mu_\infty(\tilde{Q}_c) = |\sigma| - \frac{1 - \cos \left( \frac{\pi}{k} \right)}{\sin \left( \frac{\pi}{k} \right)} < 0$. See details in [120, 122]. Thus $W A_c = \tilde{Q}_c W$ is satisfied, with

$$Q_c = \begin{pmatrix}
\tilde{Q}_c & 1/\alpha & 0 & \ldots & 0 \\
0 & \tilde{Q}_c & 1/\alpha & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \tilde{Q}_c
\end{pmatrix}$$  \hfill (11.20)

We have $\mu_\infty(Q_c) = \mu_\infty(\tilde{Q}_c) + \frac{1}{\alpha} < 0$ due to the condition on $\alpha$. Remark that such $\alpha$ exists, since $\sigma + j\tau \in \mathcal{S}_c(k)$ is equivalent to $\frac{1 - \cos \left( \frac{\pi}{k} \right)}{\sin \left( \frac{\pi}{k} \right)} > 0$. Thus $V(x) = \|W x\|_\infty$ is a Lyapunov function for $A_c$.

Compute now $A_d = P_{n/n}(A_c h)$, that is given by 11.17. We have to find $Q_d$ satisfying $W A_d = Q_d W$ and $\|Q_d\|_\infty < 1$. As a candidate, we look for

$$Q_d := \begin{pmatrix}
Q_0 & Q_1/\alpha & Q_2/\alpha^2 & \ldots & Q_{m-1}/\alpha^{m-1} \\
0 & Q_0 & Q_1/\alpha & \ldots & Q_{m-2}/\alpha^{m-2} \\
0 & 0 & Q_0 & \ldots & Q_{m-3}/\alpha^{m-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & Q_0
\end{pmatrix}$$  \hfill (11.21)

with $Q_0, Q_1, \ldots, Q_{m-1}$ to be found. The explicit computation of $W A_d = Q_d W$ gives the following conditions

$$WF_0 = Q_0 W, \quad WF_i = Q_i W, \quad i = 1, \ldots, m-1.$$  \hfill (11.22)
Since \( \Lambda = \begin{pmatrix} \sigma & \tau \\ -\tau & \sigma \end{pmatrix} \), then the eigenvalues of \( F_0 = P_{[n/n]}(\lambda h) \) lie in \( \mathcal{P}_\alpha(k) := \text{int conv} \left\{ e^{i\xi \pi} \right\}_{\xi=0}^{2m-1} \), as we proved in [120]. As a consequence, for each \( h > 0 \) there exists \( Q_0 \) such that \( \bar{W} F_0 = Q_0 \bar{W} \) and \( \|Q_0\|_\infty < 1 \), see [123].

For each other \( F_i \), observe that its entries are all bounded functions of \( h > 0 \), and consequently its eigenvalues are bounded too. Thus, one can choose a \( \rho > 1 \) sufficiently big to have the eigenvalues of \( \frac{F}{\rho} \) as small as wished. In particular, one can always have the eigenvalues of \( \frac{F}{\rho} \), with norm less than \( R_k \), the radius of a ball centered in 0 and completely contained in \( \mathcal{P}_\alpha(k) \). As a consequence, there exists \( Q_i \) satisfying \( \bar{W} F_i = Q_i \bar{W} \) and \( \|Q_i\|_\infty < 1 \); see again [123]. Then the conditions in 11.22 are all verified by taking \( Q_i = \frac{Q_i}{\rho_i} \).

Hence, recalling that \( \alpha > \frac{1}{\mu_\infty(Q_i)} \) we have

\[
\|Q_d\|_\infty \leq \|Q_0\|_\infty + \|Q_1/\alpha\|_\infty + \ldots + \|Q_{m-1}/\alpha^{m-1}\|_\infty
\]

\[
\leq \|Q_0\|_\infty + \frac{1}{\alpha} \sum_{i=1}^{m-1} \|Q_i\|_\infty \mu_\infty(Q_i)^{i-1}
\]

Similarly to the real case, one has to study the limit case \( h \to \infty \). By developing the \( \infty \)-norm of the \( Q_i \) around \( \infty \), one finds expressions similar to \( f_i \) in the real case, and the result follows. Notice in fact that \( \|Q_0\|_\infty \), as a function of \( h > 0 \), can be written as \( \|Q_0\|_\infty = 1 - \phi(h) \) with \( \phi \) a strictly positive function of \( h > 0 \). In conclusion \( \|Q_d\|_\infty < 1 \) if

\[
\alpha > \sup_{h > 0} \frac{\sum_{i=1}^{m-1} \|Q_i\|_\infty \mu_\infty(Q_i)^{i-1}}{1 - \|Q_0\|_\infty}
\]

**Remark 4** Also for the case of multiple complex eigenvalues, we can conclude that there exists a value \( \alpha \) of \( \alpha \) that ensures that \( V(x) = \|W\|_\infty \) is a Lyapunov function for both \( A_c \) in 11.7 and \( A_d \) in 11.17, for all \( \alpha > \alpha \). An upper bound value of \( \alpha \) can be found computed in the following way, i.e.

\[
\frac{1}{|\mu_\infty(Q_c)|} < \alpha \leq \sup_{h > 0} \frac{\sum_{i=1}^{m-1} \|Q_i\|_\infty \mu_\infty(Q_i)^{i-1}}{1 - \|Q_0\|_\infty}
\]

### 11.4.1 Explicit computation of \( \bar{h} \) for the case of complex Jordan blocks

From 11.17 we have \( A_d = P_{[n/n]}(A_c h) \). We now have to find \( Q_d \) satisfying \( W A_d = Q_d W \). Since

\[
\Lambda = \begin{pmatrix} \sigma & \tau \\ -\tau & \sigma \end{pmatrix}
\]

then \( P_{[n/n]}(\lambda h) = \begin{pmatrix} \sigma_0 & \tau_0 \\ -\tau_0 & \sigma_0 \end{pmatrix} \) for some \( \sigma_0, \tau_0 \). Similarly, all derivatives
have the same structure, that is $P_{[n/n]}^{(i)}(\Lambda h) = \begin{pmatrix} \sigma_i & \tau_i \\ -\tau_i & \sigma_i \end{pmatrix}$ for some $\sigma_i, \tau_i$. Define now the following matrices:

$$B^i := \sum_{p=0}^{i} \frac{F_p}{\alpha^p}. \tag{11.23}$$

Due to the previous observation, we know that $B^i = \left( \tilde{\sigma}_i \tilde{\tau}_i \\ -\tilde{\tau}_i \tilde{\sigma}_i \right)$, with $\tilde{\sigma}_i, \tilde{\tau}_i$ depending on $h$ and $\alpha$. We now find a condition on $h$ such that the eigenvalues $\tilde{\sigma}_i \pm j \tilde{\tau}_i$ of matrices $B^0, B^1, \ldots, B^{n-1}$ lie in $\mathcal{P}_{ol}(k) := \text{intconv} \left\{ e^{j\pi k} \right\}_{p=0}^{2m-1}$. This would ensure that $\tilde{W}$ is a polyhedral Lyapunov matrix for each $B^i$, hence ensuring that $\|W\|_\infty$ is a polyhedral Lyapunov function for $A_d$. Since the spectral radius of any square matrix $\rho(A) \leq \|A\|_2$, we evaluate the bound on the following matrix norm of

$$\|B^i\|_2 = \left\| \sum_{j=0}^{i} P_{[n/n]}^j(\Lambda h) \frac{1}{j!} \left( \frac{h}{\alpha} \right)^j \right\|_2$$

Let $\beta = \left( \frac{2|\sigma|}{1-\cos(\frac{\pi}{k})} \right)$ and consider $\|\Lambda h + (\beta h) I\|_2$

$$= \sqrt{ (\sigma h)^2 \left( \frac{1 + \cos \left( \frac{\pi}{k} \right) }{1 - \cos \left( \frac{\pi}{k} \right) } \right)^2 + (\tau h)^2 }$$

$$< \sqrt{ (\sigma h)^2 \left( \frac{1 + \cos \left( \frac{\pi}{k} \right) }{1 - \cos \left( \frac{\pi}{k} \right) } \right)^2 + (\sigma h)^2 \left( \frac{\sin \left( \frac{\pi}{k} \right) }{1 - \cos \left( \frac{\pi}{k} \right) } \right)^2 }$$

$$= \frac{|\sigma h|}{1 - \cos \left( \frac{\pi}{k} \right)} \sqrt{2 + 2 \cos \left( \frac{\pi}{k} \right) } \leq \frac{2|\sigma h|}{1 - \cos \left( \frac{\pi}{k} \right)} = \beta h.$$ 

Since $\|\Lambda h + (\beta h) I\|_2 < \beta h$, we can use Taylor series to expand $P_{[n/n]}(\Lambda h)$ as

$$P_{[n/n]}(\Lambda h) = \sum_{j=0}^{\infty} P_{[n/n]}^j(-\beta h) \frac{1}{j!} (\Lambda h + (\beta h) I)^j \tag{11.24}$$

Then from triangular inequality we have

$$\|P_{[n/n]}(\Lambda h)\|_2 \leq \sum_{j=0}^{\infty} \|P_{[n/n]}^j(-\beta h) \frac{1}{j!} (\Lambda h + (\beta h) I)^j\|_2.$$ 

Assume that $P_{[n/n]}(z)$ is absolutely monotonic over $(-r_n, 0]$ such that $\beta h < r_n$. 
Then \( P^j_{[n/n]}(-\beta h) \geq 0 \) for \( j \geq 0 \) and
\[
\| P_{[n/n]}(\Lambda h) \|_2 \leq \sum_{j=0}^{\infty} P^j_{[n/n]}(-\beta h) \frac{1}{j!} \| (\Lambda h + (\beta h)I)^j \|_2
\]
If we let \( \| \Lambda h + (\beta h)I \|_2 = \gamma h \), then
\[
\| P_{[n/n]}(\Lambda h) \|_2 \leq \sum_{j=0}^{\infty} P^j_{[n/n]}(-\beta h) \frac{1}{j!} (\gamma h)^j = P_{[n/n]}(-\beta h + \gamma h)
\]
Similarly it can proved that
\[
\| P^j_{[n/n]}(\Lambda h) \|_2 \leq P^j_{[n/n]}(-\beta h + \gamma h) \quad \forall j \geq 0. \quad (11.25)
\]
Since \(-\beta + \gamma\)
\[
= -\frac{2|\sigma|}{1 - \cos(\frac{\pi}{k})} + \sqrt{(\sigma)^2 \left( \frac{1 + \cos(\frac{\pi}{k})}{1 - \cos(\frac{\pi}{k})} \right)^2 + (\tau)^2} < 0,
\]
from Assumption 1 \( P^j_{[n/n]}(-\beta h + \gamma h) \geq 0 \) \( \forall j \geq 0 \).

Now consider
\[
\| B' \|_2 = \| \sum_{j=0}^{i} P^j_{[n/n]}(\Lambda h) \frac{1}{j!} \left( \frac{h}{\alpha} \right)^j \|_2,
\]
from triangular inequality and observation (11.25) we have
\[
\| B' \|_2 \leq \sum_{j=0}^{i} \| P^j_{[n/n]}(\Lambda h) \frac{1}{j!} \left( \frac{h}{\alpha} \right)^j \|_2 \leq \sum_{j=0}^{i} P^j_{[n/n]}(-\beta h + \gamma h) \frac{1}{(j)!} \left( \frac{h}{\alpha} \right)^j.
\]
As the partial sum \( \sum_{j=0}^{i} P^j_{[n/n]}(-\beta h + \gamma h) \frac{1}{(j)!} \left( \frac{h}{\alpha} \right)^j \) consists of non-negative terms, we have
\[
\sum_{j=0}^{i} P^j_{[n/n]}(-\beta h + \gamma h) \frac{1}{(j)!} \left( \frac{h}{\alpha} \right)^j \leq \sum_{j=0}^{\infty} P^j_{[n/n]}(-\beta h + \gamma h) \frac{1}{(j)!} \left( \frac{h}{\alpha} \right)^j.
\]
\[
= P_{[n/n]}(-\beta h + \gamma h + \frac{h}{\alpha}).
\]
Since $P_{[n/n]}(z)$ maps $\mathcal{P}_c(k)$ into $\mathcal{P}_{el}(k)$ [120], we know that $P_{[n/n]}(-\beta + \gamma + \frac{1}{\tilde{\alpha}}) \in \mathcal{P}_{el}(k)$ if $-\beta h + \gamma h + \frac{\beta}{\tilde{\alpha}} < 0$. However, $-\beta + \gamma + \frac{1}{\tilde{\alpha}} =$

$$- \frac{2|\sigma|}{1 - \cos \left(\frac{\pi}{k}\right)} + \sqrt{\left(\sigma\right)^2 \left(1 + \cos \left(\frac{\pi}{k}\right)\right)^2 + \left(\tau\right)^2 + \frac{1}{\alpha}}$$

$$> - \frac{2|\sigma|}{1 - \cos \left(\frac{\pi}{k}\right)} + \sqrt{\left(\tau\right)^2 \left(1 + \cos \left(\frac{\pi}{k}\right)\right)^2 + \left(\tau\right)^2 + \frac{1}{\alpha}}$$

$$= - \frac{2|\sigma|}{1 - \cos \left(\frac{\pi}{k}\right)} + \frac{|\tau| \sin \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{2 + 2\cos \left(\frac{\pi}{k}\right) + \frac{1}{\alpha}}$$

Hence we need $- \frac{2|\sigma|}{1 - \cos \left(\frac{\pi}{k}\right)} + \frac{|\tau| \sin \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{2 + 2\cos \left(\frac{\pi}{k}\right) + \frac{1}{\alpha}} < 0$, leading to

$$\alpha > \frac{1}{\left(\frac{2}{1 - \cos \left(\frac{\pi}{k}\right)} \left|\sigma\right| - \left|\tau\right| \frac{1 - \cos \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{\frac{1 + \cos \left(\frac{\pi}{k}\right)}{2}}\right)}.$$ 

However, it can be observed that

$$\frac{1}{\left(\frac{2}{1 - \cos \left(\frac{\pi}{k}\right)} \left|\sigma\right| - \left|\tau\right| \frac{1 - \cos \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{\frac{1 + \cos \left(\frac{\pi}{k}\right)}{2}}\right)} < \frac{1}{\left|\sigma\right| - \left|\tau\right| \frac{1 - \cos \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{\frac{1 + \cos \left(\frac{\pi}{k}\right)}{2}}\right)}.$$ 

From the Lemma 4 we know that $\alpha > \frac{1}{\left|\sigma\right| - \left|\tau\right| \frac{1 - \cos \left(\frac{\pi}{k}\right)}{\sin \left(\frac{\pi}{k}\right)} \sqrt{\frac{1 + \cos \left(\frac{\pi}{k}\right)}{2}}\right)}$, hence $-\beta h + \gamma h + \frac{\beta}{\tilde{\alpha}} < 0$ and we have $P_{[n/n]}(-\beta h + \gamma h + \frac{\beta}{\tilde{\alpha}}) \in \mathcal{P}_{el}(k)$. Hence the eigenvalues $\tilde{\sigma}_i \pm j\tilde{\xi}_i$ lie inside $\mathcal{P}_{el}(k)$ if Assumption 1 is satisfied. Thus we select $\tilde{h}$ such that $\tilde{h} < \frac{n}{\left|\tilde{\beta}\right|}$.

11.5 PROOF OF MAIN THEOREM

In this section, we now prove Theorem 50. We use Lemmas 36 and 37, as well as the results from the paper [120], given by Theorem 49. The basic idea is to show that we can deal with each Jordan block independently.

Take $A_c$, a Hurwitz matrix, and $J_c = T_c^{-1}A_cT_c$ its real Jordan form 11.5. The fundamental observation for the following is that $A_d = P_{[n/n]}(A,h) = T_c^{-1}P_{[n/n]}(J,h)T_c$ with
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\[ P_{n/n}(J_{c} h) = \begin{pmatrix}
P_{n/n}(J_{c}^{0} h) & 0 & \ldots & 0 \\
0 & P_{n/n}(J_{c}^{1} h) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & P_{n/n}(J_{c}^{l} h)
\end{pmatrix}. \]

This is a standard property of the Padé approximation, since it is a rational function of matrices. As already remarked, \( P_{n/n}(J_{c} h) \) is not the real Jordan form of \( A_{d} \), since \( P_{n/n}(J_{i} c h) \) are not real or complex blocks for \( i > 0 \). We now define \( W, Q_{c}, Q_{d} \) satisfying

\[ W A_{c} = Q_{c} W, \quad W A_{d} = Q_{d} W, \quad \mu(Q_{c})_{\infty} < 0, \quad \|Q_{d}\|_{\infty} < 1, \]

that ensures that \( V(x) = \|Wx\|_{\infty} \) is a Lyapunov function both for 11.1 and 11.2 with \( A_{d} = P_{n/n}(A_{c} h) \). First of all, we find \( W^{i}, Q_{c}^{i}, Q_{d}^{i} \) for each \( J_{i} c \). For the block \( J_{0} c \), use Theorem 49, that gives \( W^{0} \) and the corresponding \( Q_{c}^{0}, Q_{d}^{0} \). For blocks \( J_{i} c \), either use Lemma 36 for the real case or Lemma 37 for the complex case, that give \( W^{i} \) and the corresponding \( Q_{c}^{i} \) and \( Q_{d}^{i} \).

Define

\[ \tilde{W} = \begin{pmatrix}
W^{0} & 0 & 0 & \ldots & 0 \\
0 & W^{1} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & W^{l}
\end{pmatrix}, \]

and \( W = \tilde{W} T_{c} \). We prove that \( W \) defines a Lyapunov function \( V(x) = \|Wx\|_{\infty} \) both for 11.1 and 11.2 with \( A_{d} = P_{n/n}(A_{c} h) \). It is sufficient to find \( Q_{c} \) and \( Q_{d} \) satisfying 11.26-11.27. By direct computation, one can prove that

\[ Q_{c} = \begin{pmatrix}
Q_{c}^{0} & 0 & 0 & \ldots & 0 \\
0 & Q_{c}^{1} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & Q_{c}^{l}
\end{pmatrix}, \]

and

\[ Q_{d} = \begin{pmatrix}
Q_{d}^{0} & 0 & 0 & \ldots & 0 \\
0 & Q_{d}^{1} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & Q_{d}^{l}
\end{pmatrix}. \]
satisfy these conditions, since

\[
WA = WTcA = WJcTc =
\begin{pmatrix}
W^0 J^0 & 0 & 0 & \cdots & 0 \\
0 & W^1 J^1 & 0 & \cdots & 0 \\
\vdots \\
0 & 0 & 0 & \cdots & W^l J^l
\end{pmatrix}
\]

\[
= QcWTc = QcW
\]

The same holds for \(WA_d\). Moreover, \(\mu(Qc) = \max_{i=0,\ldots,l} \mu(Q_i^c) < 0\) and \(\|Q_d\|_\infty = \max_{i=0,\ldots,l} \|Q_i^d\|_\infty < 1\).

### 11.6 Examples

**Example 1:** In this example we illustrate the result indicated in Lemma 36 using a numerical example. In particular, we wish to show by construction the existence of a Lyapunov function that is preserved by diagonal Padé approximations of any step size and order. To this end, consider a Hurwitz matrix \(A_c\) of the form 11.6 with \(\lambda = -3\) and \(m = 3\). Then, it is easily verified that a Lyapunov function for the continuous time matrix \(A_c\) given by

\[
V(x) = \|Dx\|_\infty
\]

with \(D = \text{diag}\{1, \alpha, \alpha^2\}\) and \(\alpha > -\frac{1}{(\lambda - 3)}\). Now we consider 1st order diagonal Padé approximation \(A_d = P_{[1/1]}(A_c)\) for \(e^{A_c h}\) and plot \(\|Q_d\|_\infty = \|DA_dD^{-1}\|_\infty\) w.r.t to \(h\) and \(\alpha\).

![Figure 16: Plot showing values of \(h\) and \(\alpha\) where \(\|Q_d(h,\alpha)\|_\infty > 1\) using “*” and \(\Sigma_{i=1}^{m-1} |f_i| |\lambda|^{-i} / (1 - |f_0|)\) w.r.t \(h\) using “o”.](image)

It can be observed from Figure 16 that there exists a finite limiting value of \(\alpha\), defining the boundary of the infeasible values of \(\alpha\) as \(h \to \infty\). We denote this value of \(\alpha\) as \(\bar{\alpha}\) and any
Lyapunov function $V(x) = \|Dx\|_\infty$ with $\alpha > \bar{\alpha}$ will be preserved during discretization using diagonal Padé approximation with any step size $h$ and order $n$. A similar bound was proposed in Remark 3. To compare these two bounds, we plot $\sum_{i=1}^{m-1} |f_i| |\lambda|^i - 1$ w.r.t $h$ (using “o”) in Figure 16. It can be observed that the bound on $\bar{\alpha}$, proposed in Remark 3 is accurate but clearly more conservative. We also plot the boundary of numerically approximated infeasible values of $\alpha$ for different orders of diagonal Padé approximations in Figure 17.

![Figure 17: Plot showing boundary of infeasible values of $\alpha$ for different orders of diagonal Padé approximations.](image)

Example 2: In some situations it is of interest to first define the Lyapunov function by fixing $\alpha$. In such situations the pertinent problem then becomes one of estimating $\bar{\alpha}$ for preserving the Lyapunov function. We now show how this can be achieved for matrices with real Jordan blocks using 1st order diagonal Padé approximations. Consider a Hurwitz matrix $A_c$ and the Lyapunov function $V(x)$ as defined in Example 1. Let us choose $\alpha = \alpha^* = 0.34 < \bar{\alpha}$ (from Example 1 $\bar{\alpha}$ can be approximately estimated as 0.53). If the goal of discretization is to preserve this given Lyapunov function, then we need to find values of $h$ such that $\|Q_d(\alpha^*, h)\|_\infty < 1$. Hence we plot $\|Q_d(\alpha^*, h)\|_\infty$ w.r.t $h$ in Figure 18. It can be observed that $\|Q_d(\alpha^*, h)\|_\infty$ decreases monotonically for a certain range of step sizes $(0, \bar{h})$ and then starts to increase again. Our goal is to numerically evaluate this upper bound $\bar{h}$, which guarantees the preservation of Lyapunov function if $h < \bar{h}$. Note that while this can always be done numerically, sometimes we can find an algebraic bound on $h$. To see this consider

$$\|Q_d(\alpha^*, h)\|_\infty = \|DP_{[1/1]}(A_c)D^{-1}\|_\infty$$

In the case of odd-ordered Padé approximations, we know that $P_{[n/n]}(x)$ is absolutely monotonic for $x \in (-r_n, 0]$, for a certain $r_n$ depending on $n$. We recall that absolute monotonicity
means that all derivatives are positive. For $P_{[1/1]}(x)$ we know that $r_1 = 2 [138]$, hence if we choose $h$ such that $\lambda h > -2$, then the series 11.30 has all positive terms and then we can estimate 11.30 with

$$
\sum_{j=0}^{\infty} \frac{P_{[1/1]}^{j}(\lambda h)}{j!} \left( \frac{h}{\alpha^*} \right)^j = P_{[1/1]}^{(\lambda h + \frac{h}{\alpha^*})} \leq |P_{[1/1]}^{(\lambda h + \frac{h}{\alpha^*})}|. \quad (11.31)
$$

Since $\lambda h + \frac{h}{\alpha^*} < 0$ for our choice of $\alpha$, we have $|P_{[1/1]}^{(\lambda h + \frac{h}{\alpha^*})}| < 1$. Hence $\bar{h} < \frac{r_1}{|\lambda|} = 2/3$. For complex Jordan blocks of form (11.7) $\bar{h}$ can be evaluated in a similar manner as

$$
\bar{h} < r_n \frac{1 - \cos \left( \frac{\pi}{2} \right)}{2|\sigma|}. 
$$

Some values of $r_n$, as well as an algorithm for their computation, are given in [138].

11.7 Conclusions

In this chapter, we have considered the problem of preservation of certain types polyhedral Lyapunov functions under discretisation. In particular, we have shown that the results described in [120] on polyhedral Lyapunov functions extends to the case of linear systems with non-trivial Jordan structures. We have shown that the concept of absolute monotonicity plays an important role in preserving polyhedral Lyapunov functions.
Conclusions

In this thesis we considered stability properties of certain special classes of linear descriptor systems. In the first part of the thesis we considered the linear time invariant case, where we focused on passivity and a generalization of passivity and small gain theorems called “mixed” property. An important bottleneck for control design based on the above properties is their verification. Hence we develop easily verifiable and compact spectral conditions to check for passivity and mixedness of SISO and MIMO descriptor systems in the first part of the thesis. To obtain our results, we use only elementary concepts from linear algebra and the existing results for regular systems. This construction results in a test that involves only the evaluation of the eigenvalues of a matrix which is determined in an elementary manner from $E, A, B, C, D$; while avoiding generalized eigenvalue calculation. Apart from developing tests to check the mixed property of a descriptor system, we also provided a proof based on classical Nyquist stability techniques for the stability of simple feedback-loops, consisting of two LTI “mixed” systems. This proof corrects an oversight in [38] and [39], where, the system output signals were assumed to be bounded a priori. Importantly, these results paved the way to obtaining new sufficient conditions for the stability of large-scale interconnections of “mixed” systems.

In the second part we considered the stability analysis of switched descriptor systems. We begin our analysis by proposing an alternate generalized Lyapunov equation for descriptor systems based on an equivalent reduced-order (also reduced index) regular system. Corresponding to the new generalized Lyapunov equation, we also propose alternate sufficient conditions for stability of switched descriptor systems. We also derive a KYP-like Lemma for a special class of descriptor systems called index one systems. This KYP-like Lemma allows us to generate necessary and sufficient conditions for the existence of a common quadratic Lyapunov function for a special class of switched descriptor systems. Here, we show that if a simple eigenvalue condition holds, then the switched descriptor system is exponentially stable for arbitrary switching. In this part we also provide a state dependent switching rule associated with a simple spectral condition under which switching between index zero and index one or between index one and index two descriptor systems is exponentially stable.

In the final part of the thesis we considered the problem of discretization. Our approach towards discretization was based on preserving certain stability properties of the continuous-time system. In the first two parts of the thesis we considered the properties: passivity and mixedness for linear time invariant systems and Lyapunov stability for linear switched systems. In the final part we explored the discretization methods that preserve the afore-
mentioned properties. We show that when discretizing a transfer function, passivity and mixedness of index-one descriptor systems can be preserved using Tustin’s approximation. We also showed that when discretizing a state space model, the output averaging method can be used to preserve passivity of index-one descriptor systems.

Finally, we focused on the Lyapunov function preserving discretization methods. We proved that diagonal Padé approximations preserve quadratic Lyapunov functions and common quadratic Lyapunov functions irrespective of their order and sampling size $h$. We also showed that the converse is not true. We further explored the conditions under which diagonal Padé approximations preserve polyhedral Lyapunov functions and showed that there always exists a polyhedral Lyapunov function that can be preserved using diagonal Padé approximations. Also, we derived generalized Padé approximations for descriptor systems and showed that numerical methods with diagonal Padé approximations as their stability functions preserve generalized quadratic Lyapunov functions.
FUTURE DIRECTIONS

In this chapter we discuss some general ideas for possible extensions of the work presented in this thesis. We present these ideas with respect to the different properties analysed in this thesis.

Passivity: Mixed property is a generalization of passivity and small gain theorems, however, another interesting generalization of passivity can be proposed based on the similarity of conditions between passivity and quadratic stability. A similar idea has been proposed by [139]. To understand this new generalization we recall that a proper transfer matrix $H(s)$ is passive if

$$H(j\omega)^* + H(j\omega) > 0 \quad \forall \omega \in [-\infty, \infty]. \quad (13.1)$$

Motivated by the similarity of the above equation with the Lyapunov inequality $A^TP + PA < 0$, we propose a less conservative generalization of passivity by modifying the condition for passivity, whereby there exists a positive definite matrix $P$ such that

$$H(j\omega)^*P + PH(j\omega) > 0 \quad \forall \omega \in [-\infty, \infty]. \quad (13.2)$$

Condition (13.1) is more conservative because it imposes the restriction that $P$ can only be an identity matrix. An immediate observation regarding this new generalization of passivity is that, it does not impose any additional constraints on the interconnection structure while maintaining stability of the interconnected system. Hence it would be interesting to further explore the implications of such a generalization on the individual subsystems of an interconnection and the interconnection structure itself.

“Mixed” Property: An alternate version of KYP Lemma, shows that passivity of a SISO transfer function is equivalent to the existence of a common quadratic Lyapunov function for a pair of LTI systems formed using the matrices from the original system transfer function. The frequency dependent nature of “mixed” property provides the motivation for a similar KYP-like Lemma for “mixed” systems. Generalized KYP Lemma proposed by [140] may be used to obtain similar results for SISO “mixed” systems.

Switched Descriptor Systems: Theorem 44 shows that a special regular switched system where all the constituent sub-systems share at least $n-1$ common eigenvectors is globally attractive. Similar idea may be used to construct a globally attractive switched descriptor system, where all the constituent sub-systems share certain number of eigenvectors (or generalized eigenvectors). Another possible extension for descriptor systems is the formulation
of a polyhedral Lyapunov function an index-1 descriptor system using the corresponding reduced order descriptor system $Y^T A^{-1} X (Y^T \dot{x}) = Y^T x$; given by $V(x) = \| W Y^T x \|_\infty$ and

$$W Y^T (Y^T A^{-1} X) = Q W Y^T ; \quad \mu_\infty (Q) < 0. \quad (13.3)$$

The matrix $W$ is full rank matrix and $(X, Y)$ is the full rank decomposition of $E$ such that $\text{rank}(W) = \text{rank}(X) = \text{rank}(Y^T) = \text{rank}(E)$. Further development in this direction may lead to several new results concerning common polyhedral Lyapunov functions for switched descriptor systems.

**Discretization:** We showed that Tustin’s method of discretizing the transfer functions, preserves the mixed property of a regular and index-1 descriptor system. However, the problem of discretizing the state space model of a mixed system is still an open question and remains an interesting problem for future research. Also our results on preserving quadratic stability using diagonal Padé approximations suggest a number of interesting research directions. An immediate question concerns discretization methods that preserve other types of stability. Since general Padé approximations can be interpreted as products of complex bilinear transforms, an immediate question in this direction concerns the equivalent map for other types of Lyapunov functions. Namely, given a continuous-time system with some Lyapunov functions, what are the mappings from continuous-time to discrete-time that preserve the Lyapunov functions. A natural extension of this question concerns whether discretization methods can be developed for exponentially stable switched and nonlinear systems but that do not have a quadratic Lyapunov function.
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