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Abstract—This paper provides a stability analysis for a system that captures wave energy in order to produce potable water. The system, introduced in [1], is a Wave Energy Converter (WEC) of the point-absorber type coupled to a hydraulic Power Take-Off (PTO) that converts wave energy into pressure. Previous work has used a partial state-feedback controller with integral action and feed-forward to provide good nominal control behaviour. Although open-loop stability was proven in [1], no guarantees of closed-loop stability were given; in this paper we provide such guarantees for a class of controllers, of which the controller proposed in [1] is a special case.

I. INTRODUCTION

Wave energy is a renewable and environmentally friendly source of energy. It has been of interest to industry as well as the academic community for some time due to its wide availability and its potential to be used for the production of electricity and/or potable water in many coastal parts of the world.

Wave energy is mainly used for two purposes: the production of electricity and the production of potable water. Although the majority of the academic community has focused on the electricity production problem, this paper focuses on the production of potable water from waves, through a desalination process called Reverse Osmosis (RO). Wave-powered desalination appears particularly attractive since both of the primary requirements, seawater and energy, are available at the same location. Moreover, the desalination of seawater can be of great importance in arid areas, in developing countries with coastlines and also contribute to the drinking water independence of islands around the world.

Although the first design of a device that captures energy from the waves, viz a Wave Energy Converter (WEC), dates back to the 18th century [2], there is not a universally adopted method of capturing wave energy, and many WEC configurations have been proposed. The main classes of WECs currently available, both academically and commercially, are so-called oscillating bodies, overtopping devices, floating bodies and multi-body devices. The interested reader is referred to [3] for a more extensive and detailed review of such devices. The type of WEC examined in this paper is a point-absorber heaving buoy, in which the main source of power is the vertical oscillation of the buoy.

A. Control of WECs

Without some form of active control, WECs are essentially passive devices which would perform inefficiently due to the varying behaviour of the sea. The main aim of an active control system, is to improve the efficiency of the devices and to enable them to function well in different sea states. Active control systems have various objectives, including the maximisation of energy extraction from the waves, the minimisation of damage to the device due to large waves and the coordination of WEC arrays [4]. By some margin, most of the literature concentrates on the control of WECs for power generation where a number of different techniques have been proposed. Among the first approaches for maximising power generation was the approach known as reactive or complex conjugate control [5], [6], [7], [8], which maximises energy capture by creating destructive interference between the properties of the point-absorber and the incident waves. An alternative approach, known as latching (also known as phase control), is a nonlinear control approach in which the point absorber is held for approximately one quarter of the incoming wave, allowing the force of the WEC to reach high levels, and then released [1], [4], [9]. Another approach is so-called passive loading [5] where the energy capture is not maximum, but the power flow is unidirectional. More recently, researchers have begun to use model predictive control (MPC) for WEC control, which allows constraints involved with the WEC (position, velocity or force constraints) to be incorporated directly into the controller design [10], [11], [12].

There is also interest in controlling WECs so that they can be used for potable water production. In this application, maintaining a constant pressure in the reverse osmosis (RO) unit is key, in order to ensure efficient desalination (higher pressures give better efficiency) and avoid damage to the RO membrane (as a result of excessively high pressures). However, maintaining a constant pressure may not allow complete freedom of PTO force specification, which is desirable to facilitate maximum power transfer from the waves to the device. A solution which allows both objectives to be followed involves the use of a recently proposed PTO system [13], which effectively couples the RO unit (or electrical power generation) from the PTO input side, where optimum
power transfer is effected. While this topic has not been treated extensively in the literature, it has attracted significant attention recently [14], [15], [16].

One notable drawback with much of the current literature is that although researchers have been keen to propose new control schemes for WECs, the formal analysis of such schemes is, with a few exceptions, largely absent. In particular, it is necessary to examine the stability properties of these schemes, because the WECs are often nonlinear and also because some control schemes themselves have nonlinear elements. Although the physical properties of most wave energy devices may allow bounded-input-bounded-output stability to be inferred, internal stability cannot be taken for granted and may not always be trivial to prove. Such analysis also has practical implications because closed-loop internal stability will prevent limit cycles and other strange behaviour occurring in WECs, and thus lead to control schemes which, when implemented on real WECs, bestow safe and reliable operation in varying conditions [10].

This paper focuses on the stability properties of a generic class of pseudo-nonlinear dynamic inversion (NDI) controllers applicable to point-absorber type heaving WECs; a special case of which is considered in [14], [1], where a partial state feedback (proportional) controller with feedforward and integral gains was proposed. In [14], [1] it was shown that the controller performed well in high fidelity simulations, although a formal stability analysis was not carried out. In [14], it was shown that the system was open-loop stable, but the proof was dependent on the numerical solution of a number of Lyapunov equations and did not exploit the structure of the WEC equations in the analysis. In addition, the analysis was open-loop and not closed-loop.

The paper is structured as follows: Section II describes the system under consideration, Section III describes the stability analysis of the controller used and finally Section IV summarises the findings of this paper and gives the conclusions.

II. DESCRIPTION OF THE SYSTEM

The type of WEC studied here consists of a generic floating body oscillating in heave (point absorber) and its parameters can be found in Table I. A floating body is said to be a point absorber when its horizontal dimensions are small compared to the length of the incident wave. The body of the WEC is coupled to a Power Take-Off unit (PTO), which converts captured wave energy into useful quantities (e.g. pressure and flow) and in this case a pressure of the form:

$$E_{\omega}(\omega) = \frac{0.11 H_2^2 T_1}{2\pi} \left(\frac{\omega T_1}{2\pi}\right)^{-5} e^{-0.44(\frac{\omega T_1}{2\pi})^{-4}}$$

where $H_2$ is the significant wave height, $T_1$ is the mean wave period and $\omega$ is the wave frequency.

The time series corresponding to this spectrum can be calculated by dividing it into 100 equally spaced frequencies at intervals of $\Delta \omega = 0.0325 rad/s$ up to a maximum frequency of $3.2459 rad/s$ [14]. The surface elevation is then calculated as

$$\eta(t) = \sum_{i=1}^{100} \alpha(i) \sin(\omega_i t + \phi(i))$$

where

$$\alpha(i) = \sqrt{2E_{\omega}(\omega_i)} \Delta \omega$$

and $\phi(i)$ are random phase angles distributed uniformly from 0 to $2\pi$.

B. WEC model

This paper considers a WEC of the heaving buoy type, which is an off-shore floating device that captures energy from its wave induced motion via hydraulic rams and a high pressure power take-off system. The WEC model is based on the equation of motion:

$$\ddot{x}(t) = \frac{1}{m_b + m_r(\infty)} \left\{ \int_{-\infty}^{\infty} \eta(\tau) f(t-\tau) d\tau - B(t) \dot{x}(t) - \int_{-\infty}^{t} k(t-\tau) \dot{x}(\tau) d\tau - R_f \dot{x}(t) - S \dot{x}(t) \right\}$$

where $\dot{x}$ is the vertical acceleration of the buoy, $\ddot{x}$ is its vertical velocity, $\eta(t)$ is the surface elevation, $B(t)$ is a nonlinear damping term representing the PTO system, $R_f$ is a resistance coefficient representing friction, $m_r(\infty)$ is the value of the added mass at infinite frequency, $m_b$ is the ballast mass, $S$ is the hydrostatic stiffness coefficient, $f(t)$ is the impulse response of the transfer function relating $\eta(t)$ and the excitation force $f_e(t)$ acting on the buoy, and $k(t)$ is the impulse response of the transfer function relating radiation damping to heave velocity. See [14] for an extensive discussion of this.

C. Power Take-off (PTO) model

The PTO used here is a hydraulic one that converts wave energy into water pressure needed for the desalination process and is modelled by

$$\dot{P}_{ro} = -P_{ro} \left( \frac{1}{\left( \frac{1}{R_{te}} + \frac{1}{R_{ro}} \right)} \right) + \frac{\dot{x} A_p}{C}$$
where \( P_{ro} \) is the pressure in the RO unit, \( A_p \) is the pump area and

\[
R_{tv} = 200 \sqrt{P_{ro}} C_r \quad (6)
\]

\[
R_{ro} = \frac{P_{ro}}{N_{ro} \rho_{ro} (P_{ro} - P_{osm})} \quad (7)
\]

\( C \) is the accumulator, \( C_r \) is the rated valve flow coefficient, \( R_{tv} \) represents the throttle valve resistance, \( R_{ro} \) represents the RO membrane resistance, and \( N_{ro} \) is the number of RO units deployed.

D. State-space representation

The mechanical model of the buoy and the PTO model of the buoy are coupled and, around a desired equilibrium pressure of \( P_{ro} = P_{ro}^* = 6 \cdot 10^6 \) Pa, can be represented by the state-space system as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 & -\frac{1}{M} & 0 \\
S - \frac{R_{tv} + R_{ro}}{M} & \frac{1}{M} & -\frac{A_p^*}{M} \\
0 & -\frac{1}{M} & -\frac{1}{200 C \sqrt{P_{ro}}}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
-\frac{C}{\sqrt{200 C \sqrt{P_{ro}}}}
\end{bmatrix} u + \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} f_e(t) \quad (8)
\]

where \( \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}^T = \begin{bmatrix} x & \dot{x} & P_{ro} \end{bmatrix}^T \) are the states of the system (\( x \) is the displacement of the body from rest and \( \dot{x} \) the vertical velocity of the buoy) and \( u \in \{0, 1\} \) is the control signal, which corresponds to a linearised valve characteristic as described in [14], [1]. The model (8) is nonlinear, since the switching term \( A_p^* \) carries the sign of \( \dot{x}_2 \), that is

\[
A_p^* = \text{sign}(x_2) A_p =
\begin{cases}
A_p, & \text{if } x_2 > 0 \\
0, & \text{if } x_2 = 0 \\
-A_p, & \text{if } x_2 < 0
\end{cases}
\]

where \( A_p \) is the pump area as defined earlier. In the above model, the kernel \( k(t) \) has been approximated by the constant \( R_c \).

E. Controller

The controller suggested in [14], [1] was a type of nonlinear PI controller which will be described in more detail in the proceeding sections. The general idea behind the design appears to have been (quite logically) to decouple the mechanical system from the PTO system and bestow good tracking and disturbance rejection properties on the PTO subsystem in order to achieve satisfactory pressure regulation. In this paper, we consider a more generic type of controller than suggested in [14], [1] for the stability proof, although the inspiration for this analysis was taken from that particular controller.

III. STABILITY ANALYSIS

A. Plant model

Equation (8) can be more concisely written as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
A_{21} & A_{22} & -\frac{A_{p^*}}{M} \\
0 & \frac{1}{M} & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
-\frac{C}{\sqrt{200 C \sqrt{P_{ro}}}}
\end{bmatrix} u + \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} f_e(t) \quad (9)
\]

\[
y = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \quad (10)
\]

This model can be compactly written as

\[
\dot{x} = Ax + A_s(x)x + B_1 f_e(t) + B_2 u \quad (11)
\]

\[
y = C_y x \quad (12)
\]

where

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
A_{21} & A_{22} & -\frac{A_{p^*}}{M} \\
0 & \frac{1}{M} & 0
\end{bmatrix}
\]

\[
A_s(x) = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -\frac{A_p}{M} \cdot \text{sign}(x_2) \\
0 & \frac{1}{M} \cdot \text{sign}(x_2) & 0
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad B_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad C_y = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}
\]

Note that, disregarding the nonlinear terms, the system can be decoupled into two independent subsystems: an \( (x_1, x_2) \) subsystem driven by the disturbance \( f_e(t) \) and an \( x_3 \) subsystem driven by the control input \( u(t) \). Also, the states \( (x_1, x_2) \) are unobservable from the output \( y(t) \).

| \( m_b \) | mass of the buoy | 9700 Kg |
| \( m_s(\infty) \) | added mass at infinite frequency | 8700 Kg |
| \( S \) | hydrostatic stiffness of the buoy | 86.4 kN/m |
| \( R_f \) | friction resistance coefficient | 200 Kg |
| \( A_p \) | pump area | 0.1 m² |
| \( p_o \) | accumulator pre-charged pressure | 2.5 \cdot 10^6 P_a |
| \( \gamma \) | ratio of specific heats of gas at constant temperature and volume | 1.4 |
| \( C \) | accumulator capacitance | 2.464 \cdot 10^{-10} m³/P_a |
| \( P_{osm} \) | RO osmotic pressure | 27 - 10^9 P_a |
| \( P_{ro} \) | Rated permeability coefficient (single unit) | 1.2121 \cdot 10^{-10} m³/s/P_a |
| \( C_r \) | Rate of valve flow coefficient | 1.1397 \cdot 10^{-9} m³ P_a^{0.5}/s |
| \( R_c \) | Static approximation of kernel \( k(t) \) | 722.1 |

TABLE I

PARAMETERS USED FOR DESIGN AND SIMULATION
B. A generic controller

With the above observations in mind, a natural control strategy is one of decoupling the two subsystems. While complete decoupling is not possible, it is possible to use a pseudo-NDI type of control strategy to cancel the influence of the \((x_1, x_2)\) dynamics on the \(x_3\) subsystem. Therefore, consider the following controller

\[
K \sim \left\{ \begin{array}{l}
\dot{x}_c = A_{c} x_c + B_{cr} r + B_{cy} y \\
u = C_{c} x_c + D_{cr} r + D_{cy} y + K_s(x)
\end{array} \right.
\]

(13)

where the nonlinear term \(K_s(x)\) is chosen to “cancel” the nonlinear terms appearing in the \(\dot{x}_3\) state equation, viz:

\[
K_s(x) = -\frac{1}{B_3} \frac{A_p}{C} \text{sign}(x_2) x_2
\]

(14)

\[
= -\frac{1}{B_3} \frac{A_p}{C} |x_2|
\]

(15)

Using the controller \(K\) then yields the following expression for the dynamics of the \((x_3, x_c)\) subsystem

\[
\begin{bmatrix}
\dot{x}_3 \\
\dot{x}_c
\end{bmatrix} =
\begin{bmatrix}
A_{33} + B_3 D_{cy} & B_3 C_c \\
B_{cy} & A_c
\end{bmatrix}
\begin{bmatrix}
x_3 \\
x_c
\end{bmatrix} +
\begin{bmatrix}
A_{3,c} \\
B_{3,c}
\end{bmatrix} r
\]

(16)

Note that these dynamics are completely independent of the \((x_1, x_2)\) subsystem and that for this subsystem to be stable it is necessary that the controller \(K\) be designed to stabilise the \((x_3, x_c)\) dynamics. This can be done using any standard linear method providing \(K_s(x)\) is chosen as indicated in equation (15). Similarly, the dynamics of the \((x_1, x_2)\) subsystem read

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
0 \\
\frac{1}{B_i}
\end{bmatrix} f_r(t)
\]

(17)

Thus defining \(x_{1,2} := [x_1, x_2]'\) and \(x_{3,c} := [x_3, x_c]'\) the dynamics of the complete system can be written as

\[
\begin{bmatrix}
\dot{x}_{1,2} \\
\dot{x}_{3,c}
\end{bmatrix} =
\begin{bmatrix}
A_{1,2} & B_{1,2}(x_2) \\
0 & A_{3,c}
\end{bmatrix}
\begin{bmatrix}
x_{1,2} \\
x_{3,c}
\end{bmatrix} +
\begin{bmatrix}
B_f \\
0
\end{bmatrix} f_r(t)
\]

(18)

C. A Lyapunov analysis

From the state-space realisation (18), it is clear that the \(x_{3,c}\) dynamics are excited by the reference \(r\) and not the \(x_{1,2}\) dynamics. The \(x_{1,2}\) dynamics are dependent on the \(x_{3,c}\) dynamics but is useful to observe that

- \(A_{1,2}\) is Hurwitz
- \(A_{3,c}\) is Hurwitz (assuming the controller has been designed appropriately)
- The discontinuous term \(B_{1,2}(x_{1,2})\) is bounded, i.e. \(\|B_{1,2}(x_{1,2})\| \leq \beta := A_p/M\)

Thus the controller \(K\) provides a cascade system in which the two sub-systems are themselves asymptotically stable. It is now straightforward to prove internal stability of (18). Assuming that \(f_r(t) = r(t) = 0\) we choose our Lyapunov function as the sum of two quadratic Lyapunov functions associated with each sub-system, viz:

\[
V(x) = x_{1,2}' P_{12} x_{1,2} + \alpha x_{3,c}' P_{3c} x_{3,c}
\]

(19)

where the matrices \(P_{12}\) and \(P_{3c}\) are positive definite and \(\alpha > 0\) is a free scalar parameter. The time derivative of this Lyapunov function is

\[
\dot{V}(x) \leq 2 x_{1,2}' P_{12} [A_{1,2} x_{1,2} + B_{1,2}(x_{1,2}) x_{3,c}] + 2 \alpha x_{3,c}' P_{3c} x_{3,c}
\]

(20)

Thus defining \(x_{1,2} := [x_1, x_2]'\) and \(x_{3,c} := [x_3, x_c]'\) the dynamics of the complete system can be written as

\[
\begin{bmatrix}
\dot{x}_{1,2} \\
\dot{x}_{3,c}
\end{bmatrix} =
\begin{bmatrix}
A_{1,2} & B_{1,2}(x_2) \\
0 & A_{3,c}
\end{bmatrix}
\begin{bmatrix}
x_{1,2} \\
x_{3,c}
\end{bmatrix} +
\begin{bmatrix}
B_f \\
0
\end{bmatrix} f_r(t)
\]

(21)

\[
\begin{bmatrix}
\dot{x}_{1,2} \\
\dot{x}_{3,c}
\end{bmatrix} =
\begin{bmatrix}
A_{1,2} & B_{1,2}(x_2) \\
0 & A_{3,c}
\end{bmatrix}
\begin{bmatrix}
x_{1,2} \\
x_{3,c}
\end{bmatrix} +
\begin{bmatrix}
B_f \\
0
\end{bmatrix} f_r(t)
\]

(22)

Also, noting that \(\|B_{1,2}(x_{1,2})\| \leq \beta\), enables us to write

\[
\dot{V}(x) \leq x_{1,2}' Q_{12} x_{1,2} - \alpha x_{3,c}' Q_{3c} x_{3,c} + 2 \|x_{1,2}\| \|x_{3,c}\| \|P_{12}\|
\]

(23)

It is always possible to choose a large enough \(\alpha\) so that this inequality is negative definite, which thus implies the system is globally asymptotically stable. Note that this analysis is independent of the precise form of the controller \(K\); all that is required is that it has the structure given in equation (13) and be such that the matrix \(A_{3,c}\) be Hurwitz (which can be done using standard linear design techniques).

Remark: It is interesting to observe that the controller given in [1], [14] was a special form of this controller with state-space representation

\[
K_{NR} \sim \left\{ \begin{array}{l}
\dot{x}_c = -x_c + r \\
u = k_1 x_c - k_p x_3 + (k_p + k_f f) r + K_s(x)
\end{array} \right.
\]

(24)
where $K_s(x)$ is given by equation (15); $k_{ff} = -\frac{A_{33}}{B_3}$, $k_p = -\mu_1 + \mu_2 + A_{33} B_3$, $k_i = \mu_1 \mu_2 B_3$ are the feedforward and PI gains, respectively; and $\mu_1$ and $\mu_2$ are the closed-loop poles of the $x_{3,c}$ Subsystem in (16). A block diagram of this controller is shown in Fig. 1. In [14] a stability analysis based on writing the system as a switched linear system and then searching for a common Lyapunov function was used. While this technique was able to prove open-loop stability, no conclusions about closed-loop stability could be made, and it was not obvious that this was easily inferred. Here we have shown that a generic class of pseudo-NDI controllers provide closed-loop global asymptotic stability, and, as the controller of [14] is a member of this class, that the control strategy adopted in [14] is globally asymptotically stabilising.

Fig. 1. Block diagram of the state feedback controller proposed in [1]

IV. CONCLUSIONS

This paper has analysed a class of pseudo-NDI controllers for the production of potable water from a type of WEC. It has been proven that there is a family of controllers which stabilise this system; moreover this family of controllers simply requires one nonlinear “cancellation” term with the linear part of controller free to be constructed using standard linear design methods. The controller introduced in [1] falls into this category and thus allows one to conclude that the controller used there globally stabilises the system; only open-loop stability was hitherto known. Work currently underway is investigating the use of anti-windup compensators in accommodating control signal saturation in WEC control; results will be reported in due course.
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