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1 Introduction

Much research has been conducted in the analysis of Java bytecodes in order to gain a better understanding of how Java programs behave. One branch of this research has focused on analysing bytecode usage within the Java Virtual Machine (JVM), with particular emphasis on analysing bytecodes associated with various benchmark programs.

Previous research has focused on the frequencies of the individual bytecodes at the static class-file level \([2]\). Another branch examines dynamic bytecodes, as executed by the JVM itself at run-time \([4, 6]\). This project follows on from previous dynamic bytecode analysis, analysing streams of Java bytecodes produced at the platform independent level. It differs from previous projects, in that it is not concentrating on the occurrences of the individual bytecodes, but in the occurrences of bigrams, or bytecode pairs.

We report on a project that performed a bigram analysis of dynamic bytecode sequences. The objective was to identify the most commonly used bytecode pairs, and to examine the relative frequency of occurrence of these bytecodes. In all, 12 large Java programs were analysed, taken from the Java Grande and SPEC benchmark suites. Our findings are of relevance to research into instruction set design and implementation, as well as JVM optimisation.

2 Bigrams

Bigrams \([7]\) are widely used in statistical “natural language” processing, and most significantly play a vital role in Hidden Markov models. Applications abound, but include context sensitive spell checking, voice-to-text systems and grammar checking. Bigram analysis typically uses a corpus of text to learn the probability of various word pairs, and these probabilities are later used in recognition. However, in this project we are only interested in the data collection phase of bigram usage.

The joint probability of a word (bytecode) sequence can be expressed as the product of individual word (bytecode) probabilities, each conditioned on the preceding word (bytecode). If we assume that a word sequence is valid (i.e. a sentence), then intuitively we say that the word sequence “the black cat” is more likely to be followed by the word “purred” than by the word “crystalography”.

Assume that \(P(b_2|b_1)\) is the probability of bytecode \(b_2\) given bytecode \(b_1\). Then we wish to record the observed sequence frequencies for all bytecode pairs \(P(b_2|b_1)\). Note that this
follows directly on from previous work [4, 5], which recorded the frequencies of individual dynamic bytecodes. From a different perspective, we also interested in identifying, for example, any non-occurring bigrams where \( P(b_2|b_1) \) is 0.

## 3 Results

This corpus of test programs consisted of two Java benchmarks suites, the Java Grande Benchmark Suite [3] containing five benchmark-programs, and the SPEC JVM98 Benchmark Suite [9] which contains seven programs. Version 2.0 of the Java Grande benchmark suite (Size A) was used, and the programs in this suite were compiled using SUN’s javac compiler, Standard Edition (JDK build 1.3.0-C). The programs in the SPEC suite were distributed as bytecode files, and were not recompiled.

The advantage of using these two benchmark suites is that the dynamic frequencies of the individual bytecodes have already been analysed for these suites in [4] and [5, 6] respectively. Further, both suites provide examples of long sequences of instructions - ranging from \( 1.5 \times 10^9 \) bytecodes (jack, in the SPEC suite) to \( 1.5 \times 10^{10} \) bytecodes (euler, in the Java Grande suite). A brief summary of these programs is given in Figure 1; more information can be found in [3, 9].

The results in this section we compiled by running the Grande and SPEC benchmark suites on an instrumented JVM. The Kaffe Virtual Machine, version 1.0.6, was used, with JIT compilation switched off. Each executed bytecode was recorded and measured, so that these results reflect not only bytecode from the benchmark programs themselves, but also from the Kaffe class library. It should be noted that the Kaffe class library is not 100% compliant with SUN’s JDK, and may differ from other Java class libraries.

### 3.1 Frequently occurring bigrams

The table in Figure 2 shows the top ten most frequently occurring bigrams across all 12 benchmark programs. Note that these constitute a weighted average, to smooth differences between the total bytecode counts for individual programs.
We can see that the most common bigram in the combined results is made up of the bytecodes `aload_0` and `getfield`. The bytecode `aload_0`, is a load reference from the local variable at index 0, which would hold the this-pointer in an instance method. The `aload_0` instruction occurs in three more of the top ten instructions. The `getfield` instruction occurs in four more of the top ten bigrams.

The bigram at rank seven is made up of the same bytecodes as the top ranked bigram - but in reverse order. This is interesting as it has been previously discovered in [4] that the these two bytecodes were in the top four most frequently executed bytecodes for four out of the five Java Grande benchmark programs. In analysis of the SPEC JVM98 benchmark suite [6], these two bytecodes had the highest frequency on average. From the bigram results it can be seen that these bytecode are most often executed together in sequence.

The combined rank hides much variation that occurs within the data for each individual benchmark program. We compare the ranking and percentage frequency of each bigram rather than its occurrence count, as this avoided the tendency of a large program to overwhelm the statistics generated by shorter programs. The top ranked bigram (`aload_0` and `getfield`) was also the top ranked bigram in eight of the ten benchmark programs. On the other two programs this bigram was ranked 3<sup>rd</sup> and 32<sup>nd</sup>, and the standard deviation of the rank value was under 9. Figure 3 shows the rankings of the overall top 10 bigrams in each of the individual benchmark programs. We note that `moldyn`, a translation of a Fortran program, is the only program not to show a high frequency of occurrence of the `aload_0 getfield` bigram. The methods in this program are mainly static, and hence do not have a this pointer at position 0.

### 3.2 Bigram coverage

In this section we examine how many of the total possible number of bigrams were actually used by the benchmark programs. In a previous studies of bytecode usage, it was found that, taken together, the Grande suite actually only uses 169 of the possible bytecodes, whereas the SPEC suite uses only 186 of the bytecodes - or 85% and 93% of the 199 possible bytecodes, respectively. The number of unique instructions used for each program in both of the suites is given in Figure 1.
When we extend this analysis to bigrams, we find that the coverage is much lower. Figure 4 compares the number of unique bigrams used in each benchmark program, against the maximum possible number of bigrams. The maximum possible number of bigrams for a program is the square of the number of unique bytecode instructions used, as given in Figure 1.

Figure 5 illustrates another key finding of our study. That is, that the frequency of usage of bigrams obeys the power law. A very small number of bigrams occur very frequently, while most bigrams occur with a small degree of frequency. These results are most startling when we remember that our previous results indicate that only a small percentage of possible bigrams occur in the first place. A similar distribution is observed when the benchmark programs are considered individually.

The first part of the most common bigram is a load_0. As previously stated, the most common successor is the getfield instruction, which accounts for 9.6% of all identified bigrams. The second most common bigram starting with the load_0 instruction is a load_1 accounting for 0.69% of identified bigrams. Interestingly, the distribution of the successors of load_0 also follows the power law.

4 Conclusion

We have examined bytecode usage within the JVM for the Java Grande and SPEC benchmark suites. We recorded and analysed the bytecode bigram usage - that is pairs of bytecodes executed in sequence.

Our results indicate that there are a very small number of bytecode pairs that are used with very high frequency, most noticeably the bigram load_0 followed by getfield. An interesting result was that the frequency of bigram usage obeyed the power law, with logarithmically decreasing frequency across the less frequent bigrams. This indicates that
Figure 4: Observed Coverage of Possible Bigrams. Here we show the number of unique bigrams used as a percentage of the square of the number of unique bytecodes used for each program.

Figure 5: Bigram usage Frequencies. This graph plots the overall usage frequencies for the observed bigrams, and shows them conforming to a power distribution.
optimising should focus on these most frequently used bytecode bigrams.

We note that the most common bigram, \texttt{aload\_0} followed by \texttt{getfield}, accounted for nearly 10\% of the bigrams executed in most programs. Many standard JVMs will apply extensive optimisations to the bytecode including, at least, register allocation to eliminate many of the load and store operations. However, JVMs which directly interpret the code, such as those operating in restricted environments, could save up to 10\% in the instruction fetch/decode cycle if \texttt{aload\_0} and \texttt{getfield} were combined into a single instruction.

We believe that a study of the dynamic behaviour patterns of bytecode programs is an important foundation for the future design of intermediate representations. The work presented above is an initial study; in future work we hope to measure the impact of optimisations based on this data.
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