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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIMD</td>
<td>Additive-Increase-Multiplicative-Decrease</td>
</tr>
<tr>
<td>CER</td>
<td>Commission for Energy Regulation</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined Heat and Power</td>
</tr>
<tr>
<td>DER</td>
<td>Distributed Energy Resource</td>
</tr>
<tr>
<td>DG</td>
<td>Distributed Generator</td>
</tr>
<tr>
<td>DPF</td>
<td>Distributed Price Feedback</td>
</tr>
<tr>
<td>DSO</td>
<td>Distribution System Operator</td>
</tr>
<tr>
<td>EMS</td>
<td>Energy Management System</td>
</tr>
<tr>
<td>EV</td>
<td>Electric Vehicle</td>
</tr>
<tr>
<td>G2V</td>
<td>Grid-to-Vehicle</td>
</tr>
<tr>
<td>HIL</td>
<td>Hardware-In-the-Loop</td>
</tr>
<tr>
<td>HV</td>
<td>High-Voltage</td>
</tr>
<tr>
<td>ICEV</td>
<td>Internal Combustion Engine Vehicle</td>
</tr>
<tr>
<td>ISA</td>
<td>Intelligent Speed Advisory</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transportation System</td>
</tr>
<tr>
<td>LV</td>
<td>Low-Voltage</td>
</tr>
<tr>
<td>MV</td>
<td>Medium-Voltage</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>SAS</td>
<td>Speed Advisory System</td>
</tr>
<tr>
<td>SOC</td>
<td>State of Charge</td>
</tr>
<tr>
<td>SME</td>
<td>Small Medium Enterprise</td>
</tr>
<tr>
<td>TOU</td>
<td>Time-of-Use</td>
</tr>
<tr>
<td>TSO</td>
<td>Transmission System Operator</td>
</tr>
<tr>
<td>VPP</td>
<td>Virtual Power Plant</td>
</tr>
<tr>
<td>V2G</td>
<td>Vehicle-to-Grid</td>
</tr>
<tr>
<td>V2X</td>
<td>Vehicle-to-vehicle/infrastructure</td>
</tr>
</tbody>
</table>
Abstract

In this thesis, we mainly discuss four topics on Electric Vehicles (EVs) in the context of smart grid and smart transportation systems.

The first topic focuses on investigating the impacts of different EV charging strategies on the grid. In Chapter 3, we present a mathematical framework for formulating different EV charging problems and investigate a range of typical EV charging strategies with respect to different actors in the power system. Using this framework, we compare the performances of all charging strategies on a common power system simulation testbed, highlighting in each case positive and negative characteristics.

The second topic is concerned with the applications of EVs with Vehicle-to-Grid (V2G) capabilities. In Chapter 4, we apply certain ideas from cooperative control techniques to two V2G applications in different scenarios. In the first scenario, we harness the power of V2G technologies to reduce current imbalance in a three-phase power network. In the second scenario, we design a fair V2G programme to optimally determine the power dispatch from EVs in a microgrid scenario. The effectiveness of the proposed algorithms are verified through a variety of simulation studies.

The third topic discusses an optimal distributed energy management strategy for power generation in a microgrid scenario. In Chapter 5, we adapt the synchronised version of the Additive-Increase-Multiplicative-Decrease (AIMD) algorithms to minimise a cost utility function related to the power generation costs of distributed resources. We investigate the AIMD based strategy through simulation studies and we illustrate that the performance of the proposed method is very close to the full communication centralised case. Finally, we show that this idea can be easily extended to another application including thermal balancing requirements.

The last topic focuses on a new design of the Speed Advisory System (SAS) for optimising both conventional and electric vehicles networks. In Chapter 6, we demonstrate that, by using simple ideas, one can design an effective SAS for electric vehicles to minimise group energy consumption in a distributed and privacy-aware manner; Matlab simulation are give to illustrate the effectiveness of this approach. Further, we extend this idea to conventional vehicles in Chapter 7 and we show that by using some of the ideas introduced in Chapter
6, group emissions of conventional vehicles can also be minimised under the same SAS framework. SUMO simulation and Hardware-In-the-Loop (HIL) tests involving real vehicles are given to illustrate user acceptability and ease of deployment.

Finally, note that many applications in this thesis are based on the theories of a class of nonlinear iterative feedback systems. For completeness, we present a rigorous proof on global convergence of consensus of such systems in Chapter 2.
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Chapter 1

Introduction

Abstract: This chapter introduces some basic concepts and presents the background information for the topics to be discussed in the thesis. It also highlights the research objectives and contributions of the work.

1.1 Introduction

This thesis is motivated by problems that arise due to the deployment of Electric Vehicles (EVs) and the construction of the smart grid and smart transportation systems. To commence the thesis, we give a short background on some of the issues that arise due to these developments. This thesis is organised in four parts:

- Part I: A Consensus Algorithm with Feedback.
- Part II: Grid Integration with EVs.
- Part IV: Distributed and Privacy-Aware Speed Advisory Systems.

In Part I, we describe a privacy-preserving consensus algorithm that we shall use throughout the thesis. In Part II, we describe several problems that arise when EVs integrate with grids. In Part III, we describe issues arising from microgrids. Finally we describe in Part IV, mobility related ideas for EV efficiency.
1.1.1 A Consensus Algorithm with Feedback

Literally, convergence to a common value is called the consensus or agreement problem [162]. Consensus problems have been studied for a long time in the field of computer science [145]. These problems are particularly of interest in the communities of control theory, distributed computation and optimisation [122, 136, 162], which usually require a target system could be operated at some consensus conditions. In recent years, a variety of consensus algorithms have been developed in a large volume of literature for cooperative control of multi-agent systems, see for instance, [135, 136, 139, 144, 162, 214]. At the heart of the algorithm design is to achieve agreement (consensus) on the states of the agents in a multi-agent system by using local (neighbour-to-neighbour) information exchange [160, 161]. Information flow in a system is usually considered under the assumptions of time-varying communication topologies to model the practical disturbance and uncertainty (e.g. delays and link failures) imposed on the deployed communication networks in the process of information exchange among agents [103, 195, 214]. For achieving consensus, each agent is usually required to update its own states in an iterative fashion based on other information received from its neighbours. Eventually, it is expected that these algorithms could drive the states of the agents to the consensus conditions in this manner. This idea can also be extended to deal with other consensus problems by adding a global feedback signal as a common input to all agents. Under this circumstance, the states of the agents can be designed to converge to a more desired consensus value as a function of the global feedback signal. Thus, a global objective can be considered while the consensus of the states of agents are still maintained. In the thesis, we call such algorithm a consensus algorithm with feedback.

Most recently, many consensus algorithms with feedback have been applied to solve problems in the context of smart grid and smart transportation systems. In smart grids, distributed consensus algorithms could be used to automatically distribute the power generation task among Distributed Generators (DGs), where the consensus variable could be chosen as the amount of power need to be generated by each DG. The consensus algorithm is used to drive the power dispatched by each DG to the same value (fairness) and the feedback signal is used to match the total power generation from DGs with the demand required. In addition, consensus algorithms can also be adopted for solving optimisation problems by choosing different variables for consensus. For instance, in [220] a consensus algorithm is applied to solve optimal economical dispatch problem in a smart grid. The philosophy behind the algorithm is to equalise the incremental cost of each generator such that the optimisation criterion is satisfied (i.e. the total generation cost of all power generators is minimised) and the feedback signal is chosen to make the demand constraint. Similar ideas have also been applied to solve the smart transportation related problems, especially from the perspective
of environmental benefits [94, 167]. It has been shown in [94] that by using the proposed consensus algorithm, a fleet of hybrid vehicles could be cooperated to regulate CO\textsubscript{2} emissions to a given level while maximising their overall driving range, where the fairness (consensus) of the algorithm refers to the emission target allocated to each vehicle must be equalised.

Compared to conventional centralised based solutions, which usually depend on many global information for coordination, consensus based distributed optimisation algorithms are more attractive as they only require local info exchange among agents and limited global information as a feedback signal. Under the appropriate setup, they can also easily handle time-varying communication topologies and reserve the privacy of each agent. In this spirit, many of the algorithms we shall discuss in the thesis (i.e., Chapters 4, 6 and 7) are based on a fundamental distributed consensus theory from the cooperative control literature [95].

In particular, we shall consider the following nonlinear system studied in [95]:

\[ x(k + 1) = P(k)x(k) + \mu(r - g(x(k)))e \tag{1.1} \]

where \( x(k) \in \mathbb{R}^n \), \( P(k) \) is a \( n \times n \) row stochastic matrix, \( e = [1 \ 1 \ldots 1]^T \), \( \mu \) and \( r \) are scalars while \( g \) is a scalar valued function. Equation (1.1) describes a consensus problem subject to an output constraint. It basically says that if consensus is achieved, it must be achieved subject to the equilibrium constraint \( g(x^*) = r \). That is, at equilibrium

\[ g(x^*) = r, \tag{1.2} \]

with \( x^*_i = x^*_j \) for all \( i, j \in \{1, 2, \ldots, n\} \).

Known from [162] that a row stochastic matrix \( P \) operates on a vector \( x \in \mathbb{R}^n \) such that

\[ \max(x) - \min(x) \geq \max(Px) - \min(Px) \tag{1.3} \]

where \( \max(x) \) and \( \min(x) \) are defined as the maximum and minimum component in vector \( x \), respectively. Since the addition of \( (r - g(x(k)))e \) does not affect this contraction, intuition suggests that \( x_i(k) - x_j(k) \to 0 \) as \( k \) increases and eventually, the dynamics of (1.1) will be governed by the following scalar Lure system:

\[ y(k + 1) = y(k) + \mu(r - g(y(k))e), \tag{1.4} \]

with \( x_i(k) \approx y(k) \) asymptotically for all \( i \). Intuition further suggests, as long as (1.4) is stable, then so is (1.1). A plausibility argument along these lines, in support of (1.1), is given in [95]. However, no formal stability proof is given in that paper. This is the first problem that we shall mainly discuss in the thesis.
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1.1.2 Grid Integration with EVs

In recent years, with government policies incentivising sustainable society developments, and rapid technological advances by the automotive industry, electric vehicles are increasingly being prioritised as a means of reducing pollution, combating climate change and improving energy security. Many countries have set ambitious targets for EV penetration. The Irish Government, for example, has set a target of 10% for penetration of EVs in Ireland by 2020 [54]. China is targeting 20% - 30% EV penetration by 2030.

Electric vehicles can generally be classified as being either battery electric, battery and combustion engine hybrids or fuel cell based [118]. Among these, Battery Electric Vehicles (BEVs) and Plug-in Hybrid Electric Vehicles (PHEVs) can recharge the batteries from the external power grid and are collectively referred to as Plug-in EVs (PEVs). PHEVs have become a very popular topic for research and development since 2007 due to their potential to overcome the range anxiety adoption barrier associated with BEVs [171]. However, as battery capacities continue to grow BEVs are also likely to be widely adopted [89, 90].

From a power system perspective a major concern is that, as EV penetration increases, the extra demand due to EV charging will have a considerable impact on the design and operation of electrical power systems [119]. In [50, 60, 125, 156, 172, 200] it has been shown that the widespread adoption of EVs could negatively impact the distribution network if charging is not properly coordinated. Grid impacts of uncoordinated charging include, but are not limited to, increased voltage imbalance [156], increased grid losses [200], overloading [172], fluctuation of grid frequencies [199], and increased harmonic distortion [97]. In turn these effects result in a decrease in the operational efficiency of the grid and in the life span of electrical devices. It is also observed in these studies that in order to accommodate the extra EV charging loads it will be necessary for utilities to invest in and reinforce grid infrastructures in heavily loaded areas to accommodate both EV and household loads. Hence, it becomes important to develop modern smart grid infrastructure and flexible charging and discharging strategies to mitigate the impact of the roll out of EVs on the grid [157, 163, 184].

To date, there have been many research studies focused on designing a variety of EV charging algorithms for different purposes. However, it is also shown that not every proposed solution in literature considers real grid constraints, e.g., [48, 192]. As a consequence, these algorithms are mostly helpful for modelling and theoretical analysis of the EV charging process, but not suitable for practical implementation. This is the second problem we shall consider in the thesis. In addition, it is observed that different charging algorithms are usually evaluated in their individual framework. However, this brings challenges for comparing the performance of different algorithms in a common framework, which is normally desirable to identify the characteristics of each approach for purposes of comprehensive assessment.
This is the third problem that we shall discuss in the thesis. Finally, it should be noted that although many existing works have evaluated the performance of algorithms through a variety of simulation studies, there are a few testbeds available for physically testing the charging algorithms, especially for those distributed algorithms that we shall discuss in the thesis. An interesting work in this direction can be seen in [13]. In this work, the circuit design for evaluation of the algorithms was based on a dedicated printed circuit board, which is usually time-consuming to design. Thus, a simple circuit design is more desirable for our purposes.

Another concern of the grid, due to an increasing number of EVs charging on the grid, is the load balancing issue. This issue would occur dramatically when there are uneven numbers of EVs charging on different phases in a three-phase power network. It has been shown that unbalanced power consumption on the grid can lead to challenges for grid operations, e.g., overheating of devices and increased power losses [66, 98]. At this stage, it should be remarked that many conventional methods, which include applying advanced power electronics devices and controllers, e.g., Static Synchronous Compensators (STATCOMS) [79, 181], and the Unified Power Flow Controller (UPFC) [69, 185], have been deployed to solve this issue. However, these existing methods represent an increasing expense for utilities as they seek to maintain or update supporting infrastructure in low power quality areas. In the meanwhile, there is a huge body of work, e.g., [17, 68, 86, 92, 183, 201], on using Vehicle-to-Grid (V2G) technologies on EVs to provide ancillary service to the grid. This technology is attractive since EVs in this context are regarded as a set of large and flexible batteries to support the power grid when needed. Clearly, this provides opportunities for developing charging/discharging methods for EVs to improve power quality (especially at critical times) as well. Thus, how to design the proper EV charging/discharging method for this purpose becomes the fourth problem that we shall discuss in the thesis.

In spirit of V2G, energy can be stored when the grid produces excess energy, and can be delivered back to the grid in times of need. EV owners see in this process the possibility of earning money by selling the V2G service to the grid when the EV is not needed. Also, this service can be provided without inconvenience for the owners, as they simply need EVs plugged into the grid constantly, even if it is fully charged. At the same time, utility companies see in this process the opportunity to actively use this service to regulate power dispatch of generators in an efficient, economical, and environmentally-friendly manner.

In fact, in a forthcoming scenario when a large share of energy will be provided from renewable sources, it will be possible to use ideas of V2G to mitigate the fluctuations of renewable energy by storing energy to EVs when it is in excess, and by recovering energy from the EVs when the renewable power generation is not enough to match the power load.
Note that nowadays most of the support for renewable energy is performed by switching on conventional power plant that are more expensive than solar/wind plant (as there are some fuel and carbon costs to be paid), and also less environmentally friendly in terms of produced CO$_2$, NO$_x$ or other pollutants’ emissions. In this context, note that some countries are already characterised by a high penetration level of energy produced from renewables, see for instance the case of Denmark, where wind plants alone provided more than 30% of the electricity production in 2012, and are planned to supply 50% of the overall demand by the year 2020 [123]. Also Denmark is currently trying to become a system based only on renewable energy by 2050 [127]. Recent works on V2G practices can be found in references [1, 70, 76, 153]. A recent work on the same topic [191] provides an overview of the optimality criteria that should be considered when planning V2G functionalities. In particular, it shows that V2G functionalities should be planned in a smart fashion, as taking electricity from vehicles in an indiscriminate fashion, could sometimes give rise to an environmental cost that might even exceed the environmental gain of using power generated from renewables (e.g., if the consequence of V2G services is that the EV owner has to take a polluting Internal Combustion Engine Vehicle (ICEV) because his/her EV no longer has sufficient energy for the next trip). This is the fifth problem that we shall tackle in the thesis.

1.1.3 Optimal Energy Management Strategies in Smart Grid

In many countries around the world, current conventional power systems are facing the problems of gradual depletion of fossil fuel resources, lower energy efficiency and environmental issues [29, 42, 124]. However, the emerging smart grid envisions enhancing the existing power system by integrating advanced sensor, communication and coordination devices into the grid [217] with a view to enhancing its performance.

An important objective of the smart grid is to perfectly balance supply and demand in the power network [5, 55, 138], and achieving such an objective with a high level of reliability when a large share of power is generated from renewable fluctuating resources is one of the current challenges in the power community. The main challenges in realising this aspiration arises because the power network is very large scale, and each node of the network should sense in real-time its required energy demand, and then try to balance this demand with the amount of produced energy [132]. Clearly, not only the generated power from renewable sources is stochastic, but the demand is also uncertain as it depends on the end-users’ usage of electric appliances. Energy usage is also further affected by highly unpredictable factors, such as energy price, weather conditions (use of air conditioning/heating), and possibly also by an increasing penetration of electric transportation [193]. Thus, due to the large number
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Fig. 1.1 A Virtual Power Plant (VPP) is generally characterised by Distributed Energy Resources (DERs), including Combined Heat and Power (CHP) and wind/solar plants, storage systems, controllable and uncontrollable loads, Electric Vehicles (EVs), and is connected to other VPPs through the grid.

of Distributed Energy Resources (DERs) and (aggregates of) end-users, the real-time power scheduling and balancing problem is currently an important and challenging area of research.

Recently, Virtual Power Plants (VPPs) are becoming viewed as a viable answer to the aforementioned scale and distributed nature of the power system network [9]. A Virtual Power Plant is defined as “a cluster of dispersed generator units, controllable loads and storage systems, aggregated in order to operate as a unique power plant” [117]. The term virtual refers to the fact that the VPP will be, in general, a multi-fuel, multi-location, and multi-owned power station. From a grid operator’s perspective, purchasing energy or ancillary services from a virtual power plant is equivalent to purchasing from a conventional station [138]. The idea of a VPP is illustrated in Figure 1.1.

Microgrids share similar features with VPPs, but usually the term VPP is used to emphasise the economic features of the structure, i.e., the ability to compete in the energy market against other VPPs. In addition, microgrids must be able to operate in a grid-connected mode, isolated mode, and in a transition between grid-connected and isolated modes [130]. One of the main advantages of microgrids and VPPs is that the energy demand will be primarily satisfied by the DERs belonging to the same cluster of users, thus generally avoiding long distance transport of energy and satisfying the small-distance producer-consumer paradigm [49].
In practice VPPs decompose the original complex fully centralised network into a number of distributed units, each one with its own central entity, called an Energy Management System (EMS), that performs the balancing task. Every time balancing is not achieved (e.g., the power generated within a VPP, plus that stored in available storage systems is not enough to fulfil the end-users’ requirements), then the VPP buys energy from other VPPs, or from the smart grid in general, or can curtail some controllable loads (e.g., Direct Load Control, see [6]). Similarly, if more energy than required is produced, then the VPP tries to sell energy to other VPPs. The main task of the EMS is to achieve the aforementioned balance of produced/consumed energy. Although the size of a microgrid is much smaller than that of the whole smart grid, there is still the major problem of selecting which power generators to use, and in which proportion, to provide the required power. This management task is the sixth problem that we shall consider in the thesis, bearing in mind that DERs within the same VPP or microgrid do not compete among themselves to increase their earnings, as overall they constitute a single unique (virtual) power plant. In fact, the DERs cooperate to achieve a common goal, e.g., minimise the sum of the financial costs incurred by each DER to generate its share of power.

1.1.4 Distributed and Privacy-Aware Speed Advisory Systems

Vehicles have become the main mode of transport (even for short distances) in the world. Recently, they have turned into products with a high sophistication level in the current commercial market hand-in-hand with technological advancements, ranging from electric bikes made of smart/modern materials, provided with specialised gearing, powerful engines and advanced localisation/tracking systems, up to magnetic-levitation trains with speed records for terrestrial transportation. In spite of this, vehicular systems suffer from critical issues such as congestion management, safety concerns and control of pollutant emissions, among others.

In recent years, a wide variety of applications have been proposed to address these problems by adopting advanced communication, sensing and control technologies in Vehicular Ad-hoc Networks (VANETs) such as Vehicle-to-vehicle/infrastructure (V2X) communication systems, advanced on-board computing capabilities, Radio Frequency Identification (RFID), and Advanced Driver Assistance Systems (ADAS) [73, 143, 168]. These technologies can be used as an ancillary service providing various kinds of services to users in the framework of Intelligent Transportation Systems (ITS), concerning safety, commercial, or even entertainment purposes [61]. In some specific situations, they can be used to provide precise online road traffic information to drivers and therefore affect their driving behaviours to reduce congestion and avoid accidents [216].
A Speed Advisory System (SAS) can be regarded as a specific application of ADAS in VANETs. They are designed such that the drivers will “know” the speed limits on the road and thus suggest the proper speed to drivers to achieve various kinds of traffic objectives, such as enhancing driving safety [25]. However, to date little work has been done concerning the design of the SAS for vehicles networks (e.g., conventional vehicles and EVs), taking account of environmental and energy efficiency objectives from an optimisation perspective. This design task for both EVs and conventional vehicles is the last problem that we shall tackle in the thesis. In addition, the SAS should be designed to in a smart fashion to preserve the privacy of vehicle drivers. By privacy-preserving we mean that the states of agents may be revealed to other agents but other important information cannot be communicated directly to other agents (e.g. some drivers may not wish to reveal their fuel consumption information to other vehicles if sharing of information is a necessary procedure as required by such a SAS). Thus, how to design a SAS for optimising conventional and electric vehicles networks to achieve the aforementioned objectives in a distributed, flexible, and privacy-preserving manner becomes the last problem we shall deal with in the thesis.

1.2 Research Objectives and Contributions

Part I: A Consensus Algorithm with Feedback

We consider the nonlinear system described by (1.1). The research objective is to establish conditions on the function \( g \) for which global uniform asymptotic stability is assured, thereby giving a rigorous proof of convergence in the process. The general setup we study can be formulated as a special case of the systems studied in [121]. In this reference the authors prove local synchronisation results for a general class of nonlinear time-varying systems. In contrast to the assumptions of that paper we require fewer differentiability assumptions and state conditions which ensure global convergence.

The contribution of this part is to present a rigorous proof for the stability and convergence properties of system (1.1). This work is presented in Chapter 2 and the original paper has been submitted in [115].

Part II: Grid Integration with EVs

The research on this topic can be divided into two sections according to whether EVs are considered with or without V2G capabilities. In the first section, we consider a variety of G2V EV charging problems, and in the second section we propose two specific schemes for V2G implementations.
The objective in the first section is to present a common framework such that the performance of a wide variety of EV charging algorithms can be compared. In particular, we shall provide a comparative evaluation of a range of EV charging strategies within this framework using a realistic power system simulation testbed in Low-Voltage (LV) distribution networks and representative charging scenarios. Through this comparison, we aim at identifying the positive and negative characteristics of each EV charging approach and giving an overall assessment for implementing these approaches in practice. The contributions in the first section are listed as follows:

- A comprehensive literature review of EV charging strategies is presented from the perspective of the different actors in the power system.
- A common optimisation framework incorporating real grid constraints is presented. Several typical EV charging strategies, classified as either centralised and decentralised, and providing continuous or on-off based charging, are evaluated within the proposed optimisation framework on a distribution network using a dedicated power system simulation platform.
- A distributed wireless testbed for charging mobile phone batteries is demonstrated as a proxy for EVs.

The above works are presented in Chapter 3 and the original papers were published in [107, 108, 110, 114].

The objective in the second section is to harness the power of V2G technologies to provide flexible ancillary services to the grid. To illustrate these ideas, two specific V2G applications are designed in different scenarios.

In the first application, we apply V2G technologies on a group of EVs to alleviate current imbalance in a typical three-phase distribution network. In this application, we propose a distributed EV charging strategy to balance currents along the individual phases. To the best of our knowledge, this is the first time that a distributed control algorithm has been used to manage current imbalance issues via controlled EV charging. This work is presented in Chapter 4 and the original paper was published in [111].

In the second application, we model the V2G problem as an optimisation problem in the framework of microgrids with Distributed Generators (DGs). We aim to find the optimal trade-off between the economic convenience of using energy from renewables instead of energy from other more expensive power plants, and the inconvenience caused to the owner in terms of residual energy remaining in the EV. Also, we are interested in computing a
“fair” solution, where fairness is related to the fact that the same amount of energy should be taken from all EVs participating in the V2G programme (i.e. some EV owners might decide not to participate in such a programme to preserve the level of energy in their EVs). The contribution of this work is to apply an optimal decentralised consensus algorithm that solves the V2G problem in a fair manner, trying to achieve an optimal trade-off between power generation costs and inconvenience to the vehicle owner. This work is presented in Chapter 4 and the original paper was published in [105].

**Part III: Optimal Energy Management Strategies in Smart Grid**

In this topic, we consider the optimal energy management problem in a microgrid scenario with DGs. As stated previously, the main task of the EMS in a microgrid is to achieve balance of produced/consumed energy and to cooperate with DGs for efficient and economical power generation.

The objective of this topic is to design an algorithm that automatically shares the power generation task among the available DERs in a way that is fair and distributed. As we shall see later, the concept of fairness in this context will be with respect to a utility function, where utility will refer to financial costs for power generation. We shall achieve this objective by adopting Additive-Increase-Multiplicative-Decrease (AIMD) algorithms [28]. The contributions of this work are summarised as follows:

- A truly distributed solution is demonstrated for the power generation problem.
- A consensus-like modification of the conventional synchronised AIMD algorithm is presented to solve the utility minimisation problem for specific cost functions.
- The results are illustrated in a realistic power system simulation framework.

This work is presented in Chapter 5 and the original papers were published in [35, 106].

**Part IV: Distributed and Privacy-Aware Speed Advisory Systems**

In this topic, we consider the design of a Speed Advisory System (SAS), making use of Vehicle-to-vehicle/infrastructure (V2X) technologies, for optimising both electric and conventional vehicles networks in an Intelligent Transportation System (ITS) scenario.

The objective of this topic is to develop a SAS which allows groups of vehicles to collaborate in order to find the optimal speed at which the group should travel. We shall assume that vehicles can exchange information with their neighbours and can exchange limited information with the infrastructure via their equipped V2X technologies. We shall
show that one can design, using very simple ideas, an effective SAS, which can be used to minimise energy consumption of electric vehicles and emission generation of conventional vehicles, in a distributed manner that preserves the privacy of individual vehicles. The contributions on this topic are listed as follows:

- A consensus based distributed speed advisory system is proposed that optimally determines a recommended common speed for a given area in order that the group battery consumptions of EVs are minimised. The proposed algorithms achieve this in a privacy-aware manner; namely, individual vehicles do not reveal in-vehicle information to other vehicles or to infrastructure. Matlab simulations are given to illustrate the effectiveness of the proposed approach. This work is presented in Chapter 6 and the original papers were submitted in [112, 113].

- Some of the ideas from Chapter 6 are extended to minimise the group emissions of conventional vehicles. SUMO simulations are given to illustrate the efficacy of the algorithm, and Hardware-In-the-Loop (HIL) tests involving real vehicles are given to illustrate user acceptability and ease of the deployment. This work is presented in Chapter 7 and the original papers were submitted in [112, 113].

1.3 Thesis Outline

The rest of the thesis is organised as follows:

- **Chapter 2** gives a rigorous proof for the stability and convergence properties of a recently proposed consensus algorithm with output constraint.

- **Chapter 3** presents a comprehensive review of recent works on a variety of EV charging strategies. We model different EV charging problems in a common mathematical framework and describe different EV charging scenarios as optimisation problems having either temporal or instantaneous objectives with respect to different power system stakeholders. To compare the performances of these approaches, typical fairness and temporal based EV charging strategies are introduced and evaluated on a dedicated power system simulation platform. A few modifications to the algorithms are introduced to enhance the grid performance for algorithm implementations. Finally, detailed design procedures for an AIMD based battery charging testbed (hardware) are demonstrated.

- **Chapter 4** focuses on investigating different V2G schemes as an ancillary service to support the grid. Two V2G schemes are presented. The first scheme considers a
current imbalance problem in a distribution network. The second scheme discusses the optimal power dispatch of EVs in a microgrid scenario with fluctuating renewable energy generation.

- **Chapter 5** proposes an AIMD-like distributed approach to optimally share the power generation tasks for DERs in a microgrid scenario. The performance of the proposed approach is evaluated and compared to a centralised solution to show its effectiveness. As an extension, this solution is further modified to incorporate thermal constraints for double power balancing requirements.

- **Chapter 6** demonstrates a new design for a SAS, using ideas from Chapter 2, to optimise energy efficiencies for a group of EVs in a city centre scenario. Matlab simulations are given to illustrate the effectiveness of the proposed system.

- **Chapter 7** extends the works in Chapter 6 and applies some of the ideas of the SAS to minimising pollutant generation of conventional vehicles in an highway scenario. A variety of simulation studies are given, e.g., SUMO simulations and HIL tests, to evaluate the performance of the proposed system.

- **Chapter 8** concludes the thesis and discusses future research directions.
Part I

A Consensus Algorithm with Feedback
Chapter 2

Stability and Convergence Analysis

Abstract: In this chapter, we discuss the stability and convergence of a recently proposed consensus algorithm with output constraints. It is joint work with Fabian Wirth, Martin Corless and Robert Shorten and has been submitted to the IEEE Transactions on Automatic Control [115]. The algorithm is further extended for applications in Chapters 4, 6 and 7.

2.1 Introduction

We consider nonlinear systems described by

\[ x(k+1) = P(k)x(k) + \mu(r - g(x(k)))e \]

(2.1)

where \( x(k) \in \mathbb{R}^n \), \( P(k) \) is a \( n \times n \) row stochastic matrix, \( e = [1 \ 1 \ldots \ 1]^T \), \( \mu \) and \( r \) are scalars while \( g \) is a scalar valued function. Equation (2.1) describes a consensus problem subject to an output constraint. It basically says that if consensus is achieved, it must be achieved subject to the equilibrium constraint \( g(x^*) = r \). That is, at equilibrium

\[ g(x^*) = r, \]

(2.2)

with \( x_i^* = x_j^* \) for all \( i, j \in \{1, 2, \ldots, n\} \).

Equation (2.1) is of interest as it arises in many situations in the study of the Internet of Things (IOT). For example, in some situations a group of agents are asked to achieve a fair allocation of a constrained resource \( r \) (e.g. bandwidth), and hence \( x_i(k) \) can be modelled as the amount of resources allocated to the agent \( i \) at time \( k \), and the feedback function \( g(x(k)) \) can be regarded as the total amount of resources allocated to all agents \( x \) at time \( k \), which is expected to approach to \( r \) over time. TCP is an algorithm that strives to achieve
this objective in internet congestion control. Recently, similar ideas have been applied in the context of charging of electric vehicles, smart grid applications, and in the regulation of pollution in an urban context [105, 167, 189]. In the context of EVs, a distributed consensus algorithm of the form of (2.1) has been developed in [105] to provide an optimal fairness solution for the V2G scheme. The fairness of the solution refers to the discharge rates of EVs will achieve consensus when algorithm converges (i.e. \( x_i^* = x_j^* \) for all \( i, j \in \{1, 2, ..., n\} \))

and the function \( g(x) \) was specifically designed such that the optimality of the algorithm achieves when \( g(x^*) = r \). In the context of smart grids, power plants can be easily operated, by using such algorithms, to provide a fair generation of power while maintaining the overall emissions of all plants to a certain level. In this model, the power generation of each plant at given time instance \( k \) can be modelled as \( x_i(k) \) and \( g(x(k)) \) can be modelled as the overall emissions polluted by generating \( x(k) \) amount of power from all plants, where \( r \) can refer to a daily emission target that cannot be exceeded. A second application arises when one wishes to optimise an objective function subject to certain privacy constraints. For example, collaborative cruise control systems are emerging in which a group of vehicles on a stretch of road share information to determine an advised speed limit that minimises fuel consumption of the swarm subject to some constraint (traffic flow, pollution constraints) [67]. Since each car is individually optimised for a potentially different speed, the technical challenge is for the group of cars to agree on a common speed without an individual revealing any of its inner workings to other vehicles.

Another example in this direction arises in the context of deploying services from parked cars as part of an IBM Research project. Here, privacy preserving algorithms of the form of (2.1) have been deployed and demonstrated to show great promise in the context of load balancing across batteries from a fleet of parked vehicles [175]. Other examples of this nature abound. For example, in many applications a number of sensing devices are asked to agree on a common value (a consensus problem). Each device is subject to some sensing error. The objective is then to find the common value that is most likely; namely, minimises some group-wide uncertainty without the individual uncertainty functions being revealed to other agents.

The proliferation of such applications is a direct consequence of large scale connectivity of both devices and people. This connectivity has given rise to a new wave of research focussed on addressing societal inefficiencies in a manner that has hitherto been impossible [31, 156]. At the heart of these engineering applications is the idea that individual things (agents) orchestrate their behaviour to achieve a common goal. Typically, these problems have a common property in that one tries either implicitly or explicitly to solve a consensus problem with an input. As we have mentioned, for reasons of privacy, usually one does
not attempt to solve such problems in a fully distributed manner. Neither, for reasons of robustness, scale, and communication overhead, does one attempt to solve them in a centralised manner. Rather, one uses a mix of local communication, and limited broadcast information, to solve these problems in a manner that conceals the private information of each of the individual agents. Implicit and explicit consensus algorithms that exploit local and global communication strategies are proposed and studied in [95]. Equation (2.1) is perhaps the simplest algorithm of the explicit consensus algorithm with inputs, admitting a very simple intuitive understanding, which can be explained as follows. It is easily known from [162] that a row stochastic matrix $P$ operates on a vector $x \in \mathbb{R}^n$ such that

$$\max(x) - \min(x) \geq \max(Px) - \min(Px)$$  \hspace{1cm} (2.3)

where $\max(x)$ and $\min(x)$ are defined as the maximum and minimum component in vector $x$, respectively. Since the addition of $(r - g(x(k)))e$, which is a vector with all same values, does not affect this contraction, intuition suggests that $x_i(k) - x_j(k) \to 0$ as $k$ increases and eventually, the dynamics of (2.1) will be governed by the following scalar Lure system:

$$y(k + 1) = y(k) + \mu(r - g(y(k)e)),$$  \hspace{1cm} (2.4)

with $x_i(k) \approx y(k)$ asymptotically for all $i$. Intuition further suggests, as long as (2.4) is stable, then so is (2.1). A plausibility argument along these lines, in support of (2.1), is given in [95]. However, no formal stability proof is given in that paper.

Our objective in this chapter is to address this and to establish conditions on the function $g$ for which global uniform asymptotic stability is assured, thereby giving a rigorous proof of convergence in the process.

### 2.2 Notation, Conventions and Preliminary Results

In this section we give the notation, conventions and present some preliminary results needed to study the dynamics of the systems.

1. **Notation.** We denote the standard basis in $\mathbb{R}^n$ by the vectors $e_1, \ldots, e_n$. Note that $e = \sum_{i=1}^{n} e_i$. A matrix $P \in \mathbb{R}^{n \times n}$ is called row stochastic if all its entries are nonnegative and if all its row sums equal one. The row sum condition is equivalent to $Pe = e$, that is, $e$ is an eigenvector of $P$ corresponding to the eigenvalue 1. Hence there is a single transformation which achieves upper block triangularisation of all row stochastic matrices. Let $\{v_2, \ldots, v_n\}$ be a basis for the $n - 1$ dimensional subspace $e^\perp := \{x \in \mathbb{R}^n : e^T x = 0\}$. Then $\{e, v_2, \ldots, v_n\}$ is a
basis of $\mathbb{R}^n$. Consider now the transformation matrix $T := \begin{bmatrix} e & v_2 & \ldots & v_n \end{bmatrix}$ which represents a change of basis from the standard basis to the new basis. Under this transformation, a row stochastic matrix $P$ is transformed as follows:

$$T^{-1}PT = \begin{bmatrix} 1 & c^T \\ 0 & Q \end{bmatrix}$$

(2.5)

where $c \in \mathbb{R}^{n-1}$ and $Q \in \mathbb{R}^{(n-1)\times(n-1)}$.

### 2. Facts about consensus

Given a sequence of row stochastic matrices $\{P(k)\}_{k \in \mathbb{N}}$, consider the time-varying linear system

$$x(k+1) = P(k)x(k).$$

(2.6)

A solution of (2.6) is represented by the left products of the matrix sequence in the following sense: a sequence $\{x(k)\}_{k \in \mathbb{N}}$ is a solution of (2.6) corresponding to the initial condition $x(0) = x_0$ if and only if for all $k \in \mathbb{N}$,

$$x(k) = \Phi(k)x_0$$

(2.7)

where

$$\Phi(k) := P(k-1) \cdots P(0), \quad \forall k \in \mathbb{N}.$$  

(2.8)

The sequence $\{P(k)\}_{k \in \mathbb{N}}$ is called weakly ergodic if the difference between each pair or rows of $\Phi(k)$ converges to zero, i.e. if for all $i, j$ we have

$$\lim_{k \to \infty} (e_j^T - e_i^T) \Phi(k) = 0.$$

(2.9)

This is equivalent to system (2.6) being a consensus system, that is, every solution $\{x(k)\}_{k \in \mathbb{R}^n}$ of (2.6) satisfies

$$\lim_{k \to \infty} x_j(k) - x_i(k) = 0$$

(2.10)

for all $i, j$.

The sequence $\{P(k)\}_{k \in \mathbb{N}}$ is strongly ergodic if it is weakly ergodic and, in addition, the limit $\lim_{k \to \infty} \Phi(k)$ exists. By a result of Chatterjee and Seneta [27] weak and strong ergodicity are equivalent for left products of row stochastic matrices. This is equivalent to every solution of (2.6) satisfying

$$\lim_{k \to \infty} x(k) \in E$$

(2.11)
or, equivalently,
\[ \lim_{k \to \infty} \Phi(k)x_0 \in E \] (2.12)
for all \( x_0 \in \mathbb{R}^n \) where \( E := \text{span}\{e\} \) is the space of consensus vectors.

We call the sequence \( \{P(k)\}_{k \in \mathbb{N}} \) uniformly strongly ergodic, if all tail sequences \( \{P(k)\}_{k=k_0}^{\infty} \) are strongly ergodic for all \( k_0 \in \mathbb{N} \). Note that a sequence can be strongly ergodic and not uniformly strongly ergodic. For instance, if one of the matrices in the sequence has rank 1 and all the subsequent matrices are the identity matrix.

Using the transformation (2.5) a system equivalent to (2.6) is given by
\[ z(k+1) = T^{-1}P(k)Tz(k) \]
\[ T^{-1}P(k)T := \begin{bmatrix} 1 & c(k)^T \\ 0 & Q(k) \end{bmatrix}. \] (2.13)
It is then clear that \( \{P(k)\} \) is strongly ergodic if and only if
\[ \lim_{k \to \infty} Q(k) \ldots Q(0) = 0. \] (2.14)

A useful property in the study of products of row stochastic matrices is the observation that for any row stochastic matrix \( P \)
\[ \min(x) \leq \min(Px) \leq \max(Px) \leq \max(x) \] (2.15)
for all \( x \in \mathbb{R}^n \), where for any vector \( y \in \mathbb{R}^n \),
\[ \min(y) := \min\{y_1, \ldots, y_n\}, \quad \max(y) := \max\{y_1, \ldots, y_n\}. \]

Note that details of this property can be referred from [91, 188]. As the associated difference of maximum and minimum plays the role of a Lyapunov function we introduce the notation
\[ V(x) := \max(x) - \min(x). \] (2.16)
Clearly, (2.15) implies that \( V(Px) \leq V(x) \). Also, the sequence \( \{P(k)\}_{k \in \mathbb{N}} \) is strongly ergodic, if and only if
\[ \lim_{k \to \infty} V(\Phi(k)x_0) = 0 \] (2.17)
for all \( x_0 \in \mathbb{R}^n \) where \( \Phi(k) \) is given by (2.8).
2.3 Consensus under Feedback

In this chapter the standard norm used is the Euclidean norm \( \|x\| = \sqrt{x^T x} \). Note that any vector \( x \in \mathbb{R}^n \) can be uniquely decomposed as

\[
x = \bar{x}e + x_{\perp}
\]

where

\[
\bar{x} := (1/n)e^T x
\]

(2.18)

is the mean of the components of \( x \) and

\[
x_{\perp} := x - \bar{x}e \in e^\perp,
\]

(2.19)

i.e. \( e^T x_{\perp} = 0 \). Hence

\[
dist(x, E) = \|x_{\perp}\|
\]

(2.20)

where

\[
dist(x, E) := \inf\{\|x - z\| : z \in E\}
\]

is the distance of a vector \( x \in \mathbb{R}^n \) to the consensus set \( E \).

Note also that

\[
V(x) = V(x_{\perp})
\]

(2.21)

and for any vector \( z \in \mathbb{R}^n \) and any row-stochastic matrix \( P \in \mathbb{R}^{n \times n} \) we have

\[
\|z\|_\infty = \max_{1 \leq i \leq n} |z_i| \quad \text{and} \quad \|P\|_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^{n} |P_{ij}| = 1
\]

where \( P_{ij} \) is the entry in \( i \)th row and \( j \)th column of the matrix \( P \).

2.3 Consensus under Feedback

Consider a sequence of row stochastic matrices \( \{P(k)\}_{k \in \mathbb{N}} \) and a continuous function \( G : \mathbb{R}^n \to \mathbb{R} \). Then, the system,

\[
x(k + 1) = F(k, x(k))
\]

\[
F(k, x) := P(k)x + G(x)e
\]

(2.22)

can be regarded as consensus system under feedback.
In later statements, further differentiability assumptions will be imposed on $G$ as required. Associated with (2.22) we consider the one-dimensional system

$$
y(k + 1) = h(y(k))
\quad h(y) := y + G(ye) .
$$

(2.23)

This is the aforementioned Lure system and, as we shall see, the dynamics of the consensus system (2.22) is strongly related to the dynamics of (2.23). Unless stated otherwise we consider the systems (2.22) and (2.23) with initial time $k_0 = 0$. A few comments on results that hold uniformly with respect to all initial times are made where appropriate.

### 2.3.1 Local Stability Results

We begin with the following elementary observations.

**Lemma 1**  Let $\{P(k)\}_{k \in \mathbb{N}}$ be a sequence of row stochastic matrices and $G : \mathbb{R}^n \to \mathbb{R}$. If \{y(k)\}_{k \in \mathbb{N}} is a solution of (2.23) then \{y(k)e\}_{k \in \mathbb{N}} is a solution of (2.22).

**Proof:**  This follows from $P(k)e = e$. □

The next result tells us that the consensus system under feedback (2.22) is also a consensus system.

**Lemma 2**  Let $\{P(k)\}_{k \in \mathbb{N}}$ be a sequence of row stochastic matrices which is strongly ergodic. Then for every solution $\{x(k)\}_{k \in \mathbb{N}}$ of (2.22) we have

$$
\lim_{k \to \infty} \text{dist}(x(k), E) = 0 .
$$

(2.24)

**Proof:**  Consider any solution $\{x(k)\}_{k \in \mathbb{N}}$ of (2.22) and let $x_0 = x(0)$. Since $\{P(k)\}_{k \in \mathbb{N}}$ is strongly ergodic, recalling from (2.17) we have

$$
\lim_{k \to \infty} V(\Phi(k)x_0) = 0 ,
$$

where $\Phi(k)$ is given by (2.8). On the other hand,

$$
V(x(k + 1)) = V(P(k)x(k) + G(x(k))e)
\quad = V(P(k)x(k)) .
$$

This shows by induction that for all $k \in \mathbb{N}$ we have

$$
V(x(k)) = V(\Phi(k)x_0) .
$$
Hence,
\[ \lim_{k \to \infty} V(x(k)) = 0, \]
which is equivalent to
\[ \lim_{k \to \infty} x_j(k) - x_i(k) = 0 \]
for all \( i, j \). This is the same as the desired result (2.24).

We now consider the local stability of (2.22) and see that it is determined by the stability of the induced system (2.23) on the consensus space. As we have no global concerns no Lipschitz property of \( G \) is required. Initially, it is sufficient that \( G \) be continuous.

**Theorem 3** Let \( \{P(k)\}_{k \in \mathbb{N}} \) be a strongly ergodic sequence of row stochastic matrices and \( G : \mathbb{R}^n \to \mathbb{R} \) be continuous. Suppose that \( y^* \) is a locally asymptotically stable fixed point of the one dimensional system (2.23). Then \( y^* e \) is a locally asymptotically stable fixed point at time \( k = 0 \) for (2.22).

If the sequence \( \{P(k)\}_{k \in \mathbb{N}} \) is uniformly strongly ergodic, then \( y^* e \) is asymptotically stable for all initial times \( k_0 \in \mathbb{N} \).

**Proof:** Suppose that \( y^* \) is a locally asymptotically stable fixed point for system (2.23). Let \( W \) be a local Lyapunov function which guarantees this stability property. That is, \( W(y^*) = 0 \) and there is an open neighborhood \( U \) of \( y^* \) such that \( W(y) > 0 \) and \( W(h(y)) < W(y) \) for all \( y \in U \setminus \{y^*\} \). Without loss of generality we may assume \( U \) to be a forward invariant set of (2.23). This assumption implies if \( y(k) \in U \) then so is \( h(y(k)) \in U \) at all times \( k \in \mathbb{N} \). Define the arithmetic mean of the entries of \( x \in \mathbb{R}^n \) by
\[ \bar{x} := (1/n)e^T x. \] (2.25)

For \( \varepsilon > 0 \) such that \( W^{-1}([0, \varepsilon]) \subset U \) is a compact set we may choose \( \delta > 0 \) sufficiently small, so that
\[ W(h(y) + d) < \varepsilon \quad \text{for} \quad W(y) < \varepsilon \quad \text{and} \quad |d| \leq \delta. \]

This is possible by continuity of all the functions involved and by the decay property of the Lyapunov function \( W \).

Now note that for any \( x \in \mathbb{R}^n \),
\[ Px = P(\bar{x}e + x_\perp) = \bar{x}e + Px_\perp. \]

Hence
\[ \bar{P}x - \bar{x} = \bar{P}x_\perp = (1/n)e^T Px_\perp. \] (2.26)
Given a sufficiently small $\varepsilon > 0$ and an appropriate $\delta$ as above, choose $\eta > 0$ such that $V(x) \leq \eta$ and $W(\overline{x}) \leq \varepsilon$ implies for any row stochastic matrix $P$ that

$$|Px - \overline{x}| + |G(x) - G(\overline{x}e)| < \delta.$$ 

This is possible by uniform continuity of $G$ on a bounded neighborhood of $y^*e$. Roughly speaking, the uniform continuity of $G$ guarantees that $G(x)$ can be sufficiently close to $G(\overline{x}e)$ if $x$ is sufficiently close to $\overline{x}e$. Consider now the neighborhood of $y^*e$ given by

$$N_\varepsilon := \{x \in \mathbb{R}^n : \overline{x} \in U, W(\overline{x}) < \varepsilon, V(x) < \eta\}.$$ 

We wish to prove the local stability of $y^*e$ by showing $N_\varepsilon$ is forward invariant at all times $k \in \mathbb{N}$. Indeed, if $x(k) \in N_\varepsilon$, then we obtain

$$\overline{x}(k + 1) = P(k)x(k) + G(x(k))$$
$$= \overline{x}(k) + G(\overline{x}(k)e) + d$$
$$= h(\overline{x}(k)) + d$$

where $d = P(k)x(k) - \overline{x}(k) + G(x(k)) - G(\overline{x}(k)e)$. Hence $|d| < \delta$ from which it follows that

$$W(\overline{x}(k + 1)) < \varepsilon.$$

Referring to the argument in the proof of Lemma 2

$$V(x(k + 1)) = V(P(k)x(k)) \leq V(x(k)) < \eta.$$

As $\varepsilon, \eta$ were arbitrary, this shows stability of $y^*e$.

To show local attractivity, let $x_0 \in N_\varepsilon$ for $\varepsilon > 0$ sufficiently small so that stability holds. Note that by Lemma 2 and by stability we have that $\omega(x_0) \subset Ue \subset E$ where $\omega(x_0)$ is the $\omega$-limit set of the solution corresponding to $x_0$. Suppose that $ye \in \omega(x_0)$ and $y \neq y^*$. Then as the trajectory starting in $ye$ converges to $y^*e$ it follows that $y^*e \in \omega(x_0)$. However, the assumption that $y^*e$ and $ye$ are in the $\omega$-limit set contradicts the stability of $y^*e$. Hence $\{x(k)\}_{k \in \mathbb{N}}$ converges to $y^*e$. \hfill \square

We now extend the previous result to local exponential stability. To this end we call a sequence of row stochastic matrices $\{P(k)\}_{k \in \mathbb{N}}$ exponentially ergodic if it is strongly ergodic
and there exist scalars \( M \geq 1, 0 < r < 1 \) such that for all \( k \in \mathbb{N} \)

\[
\| \Phi(k) - \Phi_\infty \| \leq Mr^k.
\]

The sequence is called *uniformly exponentially ergodic*, if it is uniformly strongly ergodic and the constants \( M, r \) can be chosen such that for all \( k, k_0 \in \mathbb{N} \) with \( k \geq k_0 \) there exists a matrix \( \Phi_\infty \) such that \( \| \tilde{\Phi}(k, k_0) - \Phi_\infty \| \leq Mr^{k-k_0} \); where

\[
\tilde{\Phi}(k, k_0) := P(k-1) \cdots P(k_0).
\]

**Theorem 4** Let \( \{P(k)\}_{k \in \mathbb{N}} \) be an exponentially ergodic sequence of row stochastic matrices and \( G : \mathbb{R}^n \rightarrow \mathbb{R} \) be continuously differentiable. Suppose that \( y^* \) is a locally exponentially stable fixed point of the one dimensional system (2.23). Then, \( y^* e \) is a locally exponentially stable fixed point at time \( k = 0 \) for (2.22). If the sequence \( \{P(k)\}_{k \in \mathbb{N}} \) is uniformly exponentially ergodic, then \( y^* e \) is locally uniformly exponentially stable.

**Proof:** Consider the linearisation of the one-dimensional map defining (2.23). By the assumption of exponential stability its modulus must satisfy

\[
|h'(y^*)| < 1
\]

where \( h'(y^*) = 1 + DG(y^* e) e \) and \( DG \) is the derivative of \( G \), which we interpret as a row vector. We now compute the derivative of \( F \) with respect to \( x \) at \( x = y^* e \) and time \( k \) to obtain

\[
\frac{\partial F}{\partial x}(k, y^* e) = P(k) + eDG(y^* e).
\]

If we now consider the transformation \( T \) which results in (2.13) and using \( T^{-1} e = e_1 \) we see that

\[
T^{-1} \frac{\partial F}{\partial x}(k, y^* e) T = \begin{bmatrix} 1 & c(k)^T \\ 0 & Q(k) \end{bmatrix} + e_1 DG(y^* e) T.
\]

Two things are noticeable when considering this equation. First the resulting transformed matrix is of the form

\[
\begin{bmatrix} \lambda & \tilde{c}(k)^T \\ 0 & Q(k) \end{bmatrix},
\]

where only the first row is affected by \( G \) and \( \lambda \) is independent of \( k \). Secondly,

\[
\lambda = 1 + DG(y^* e) e = h'(y^*).
\]
Hence $|\lambda| < 1$. By assumption $\|Q(k)Q(k-1)\ldots Q(0)\| \leq Mr^k$ for suitable constants $M \geq 1, r \in (0,1)$. It now follows that the linearised system of (2.22) at the fixed point $y^* e$ is exponentially stable. It follows by standard linearisation theory, that the nonlinear system is locally exponentially stable at $y^* e$. If the sequence $Q(k)Q(k-1)\ldots Q(0)$ converges to zero uniformly exponentially, this shows local uniform exponential stability of $y^* e$ for the nonlinear system.

### 2.3.2 Global Stability Results

To obtain global stability results we first need the following boundedness result.

**Lemma 5** Let $\{P(k)\}_{k \in \mathbb{N}}$ be a strongly ergodic sequence of row stochastic matrices and suppose that $G : \mathbb{R}^n \rightarrow \mathbb{R}$ is continuous and satisfies the following conditions.

(i) There exists an $\varepsilon > 0$ such that $G$ satisfies a Lipschitz condition with constant $L > 0$ on the set

$$B_\varepsilon(E) := \{x \in \mathbb{R}^n : \text{dist}(x, E) \leq \varepsilon\}.$$

(ii) There exists constants $\beta, \gamma > 0$ such that

$$|h(y)| \leq |y| - \gamma \quad \text{when} \quad |y| \geq \beta$$

where $h(y) = y + G(ye)$.

Then every trajectory of (2.22) is bounded.

**Proof:** Consider any solution $\{x(k)\}_{k \in \mathbb{N}}$ of (2.22) with $x(0) = x_0$. By Lemma 2 there exists a $k_0 \in \mathbb{N}$ such that $x(k) \in B_\varepsilon(E)$ for all $k \geq k_0$.

We can express $x(k)$ as

$$x(k) = \overline{x}(k)e + x_\perp(k)$$

where $\overline{x}(k) = (1/n)e^T x(k)$ and $x_\perp(k) := x(k) - \overline{x}(k)e$.

It follows from (2.24) that $\lim_{k \rightarrow \infty} \|x_\perp(k)\| = 0$. Hence boundedness of the sequence $\{\overline{x}(k)\}_{k \in \mathbb{N}}$ implies boundedness of $\{x(k)\}_{k \in \mathbb{N}}$. Considering the evolution of $\overline{x}(k)$ we obtain that, for $k \geq k_0$,
\[ |\bar{x}(k+1)| = |P(k)x(k) + G(\bar{x}(k)e + x_\perp(k))| \]
\[ \leq |\bar{x}(k) + G(\bar{x}(k)e)| + |P(k)x(k) - \bar{x}(k)| \]
\[ + |G(\bar{x}(k)e + x_\perp(k)) - G(\bar{x}(k)e)| \]
\[ \leq |h(\bar{x}(k))| + |(1/n)e^TP(k)x_\perp(k)| + L\|x_\perp(k)\| \]
\[ \leq |h(\bar{x}(k))| + \bar{L}\|x_\perp(k)\| \]

where \( l := \sup_{k\in\mathbb{N}}(1/n\|e^TP(k)\|) \) and \( \bar{L} := l + L \). Hence
\[ |\bar{x}(k+1)| \leq |h(\bar{x}(k))| + \bar{L}\|x_\perp(k)\|. \]

It now follows from hypothesis (ii) that whenever \( |\bar{x}(k)| \geq \beta \), we must have
\[ |\bar{x}(k+1)| \leq |\bar{x}(k)| - \gamma + \bar{L}\|x_\perp(k)\|. \]

Since \( \lim_{k\to\infty}\|x_\perp(k)\| = 0 \), there exists a \( k_* \geq k_0 \) such that \( \bar{L}\|x_\perp(k)\| \leq \gamma \) for all \( k > k_* \). Thus,
\[ |\bar{x}(k+1)| \leq |\bar{x}(k)| \quad \text{when} \quad k \geq k_* \text{ and } |\bar{x}(k)| \geq \beta. \]

This implies boundedness of \( \{\bar{x}(k)\}_{k\in\mathbb{N}} \) and completes the proof. \( \square \)

**Comment:** As an example of a general class of functions which satisfy hypothesis (ii) of Lemma 5, consider any strict contraction mapping \( h \) on \( \mathbb{R} \), i.e., for a suitable constant \( c \in (0,1) \),
\[ |h(x) - h(y)| \leq c|x - y|, \quad \forall x, y \in \mathbb{R}. \]

By the Banach contraction theorem, there is a unique fixed point \( y^* \) such that \( h(y^*) = y^* \). Hence,
\[ |h(y)| \leq |h(y) - y^*| + |y^*| \]
\[ \leq c|y - y^*| + |y^*| \]
\[ \leq c|y| + (1+c)|y^*| \]
\[ = |y| - (1-c)|y| + (1+c)|y^*| \]

and hypothesis (ii) is assured with \( \beta = \frac{1+c}{1-c}|y^*| \).

Finally, we state a global result on asymptotic and exponential stability. In spirit, the following two results are closely related to [121, Theorem 1]. Note that we obtain a global
result and are only concerned with fixed points, not general attractors. Also no assumption on the invertibility of the Jacobian is required.

**Theorem 6** Let \( \{P(k)\}_{k \in \mathbb{N}} \subset \mathbb{R}^{n \times n} \) be a strongly ergodic sequence of row stochastic matrices and suppose that \( G \) satisfies all conditions of Lemma 5. If \( y^* \) is a globally asymptotically stable fixed point of (2.23) then, \( y^* e \) is a globally asymptotically stable fixed point for system (2.22).

**Proof:** The assumptions of Theorem 3 are met and so it only remains to show global attractivity. Note that, by Lemma 5 all solutions of (2.22) are bounded. By Lemma 2 the \( \omega \)-limit sets corresponding to all initial conditions lie in \( E \). So consider an \( \omega \)-limit set \( \omega(x_0) \) and assume that \( ye \in \omega(x_0) \) but \( y \neq y^* \). Let \( U \) be a neighborhood of \( y^* e \) on which local stability holds according to Theorem 3. We may assume \( \text{dist}(ye, U) > 0 \). As \( ye \in E \) it follows from Lemma 1 that all solutions \( x(\cdot; k_0, ye) \) with the initial condition \( x(k_0) = ye \) satisfy

\[
\lim_{k \to \infty} x(k; k_0, ye) = y^* e.
\]

Note that on \( E \) the system is time-invariant, so that there exists a time \( K \), such that for all \( k_0 \) we have

\[
x(k_0 + K; k_0, ye) \in U.
\]

By assumption (i) the maps \( x \mapsto P(k)x + G(x)e \) are equicontinuous (i.e., each map is uniformly continuous) on \( B_{\epsilon}(E) \). Choose \( \eta > 0 \) such that

\[
\text{dist}_{\infty}(x,e) = \min_{r \in \mathbb{R}} \|x-re\|_{\infty} < \eta
\]

is contained in \( B_{\epsilon}(E) \). The set \( B_{\eta,\infty}(E) \) is forward invariant under all \( F(k, \cdot) \), because if \( \text{dist}_{\infty}(x,e) = \|x-re\|_{\infty} < \eta \), then as \( \|P\|_{\infty} = 1 \) for all row stochastic matrices

\[
\text{dist}_{\infty}(P(k)x + G(x)e, E) = \text{dist}_{\infty}(P(k)x, E) = \min_{r \in \mathbb{R}} \|P(k)(x-re)\|_{\infty} \leq \|P(k)(x-r_x e)\|_{\infty} < \eta.
\]

Thus there exists a sufficiently small neighborhood \( U_2 \) of \( ye \) such that for all \( k_0 \in \mathbb{N} \) the solution corresponding to the initial condition \( x(k_0) \in U_2 \) satisfies \( x(k_0 + K; k_0, x(k_0)) \in U \). But then by local stability, it follows that \( x(k; k_0, x(k_0)) \in U \) for all \( k \geq k_0 + K \). We thus arrive at a contradiction, if \( ye \in \omega(x_0) \), then there exists a sequence \( k_\ell \to \infty \) so that \( \lim x(k_\ell; 0, x_0) = ye \). But then \( x(k_\ell; 0, x_0) \in U_2 \) for a sufficiently large \( \ell \) and hence \( x(k; 0, x_0) \in U \) for all \( k \geq k_\ell + K \). Hence no subsequence of \( \{x(k)\} \) converges to \( ye \). This contradiction completes the proof. \( \square \)
The previous result can be sharpened, if we assume exponential stability of the fixed point of (2.23). We omit the proof, which uses the same arguments as the proof of Theorem 6.

**Theorem 7** Let \( \{P(k)\}_{k \in \mathbb{N}} \subset \mathbb{R}^{n \times n} \) be a uniformly exponentially ergodic sequence of row stochastic matrices and suppose that \( G : \mathbb{R}^n \to \mathbb{R} \) is differentiable and satisfies conditions (i) and (ii) of Lemma 5. Then \( y^*e \) is globally uniformly exponentially stable for system (2.22).

**Proof:** The proof follows with the same arguments of the proof of Theorem 6 and is omitted. \( \square \)

### 2.3.3 Switched Systems

In previous sections, we study the properties of system (2.22) given a fixed sequence of \( \{P(k)\}_{k \in \mathbb{N}} \subset \mathbb{R}^{n \times n} \). In this section, we present some stability results for the system under arbitrary switching in the context of switched systems.

Given a compact set of row stochastic matrices \( \mathcal{P} \subset \mathbb{R}^{n \times n} \), we may consider the switched system

\[
    x(k+1) = P(k)x(k) + G(x(k))e, \quad (2.32)
\]

where \( P(k) \in \mathcal{P} \). The results obtained so far have some immediate consequences for consensus under feedback with arbitrary switching. It is well-known that all sequences \( \{P_k\}_{k \in \mathbb{N}} \in \mathcal{P}^\mathbb{N} \) are strongly ergodic if and only if all sequences in \( \mathcal{P}^\mathbb{N} \) are uniformly exponentially ergodic [121]. In this case we call \( \mathcal{P} \) uniformly ergodic. The rate of convergence towards \( E \) is in fact given by the projected joint spectral radius [121].

With this in mind the results obtained so far have immediate consequences for switched systems of the form (2.32). We note one of these consequences.

**Corollary 8** Let \( \mathcal{P} \) be a compact set of row stochastic matrices that is uniformly ergodic and suppose that \( G : \mathbb{R}^n \to \mathbb{R} \) is differentiable and satisfies conditions (i) and (ii) of Lemma 5. Then \( y^*e \) is globally uniformly exponentially stable for the switched system (2.32) under arbitrary switching.

### 2.4 Conclusions

In this chapter we present a rigorous proof of stability and convergence of a recently proposed consensus system with feedback. More applications based on this system will be introduced in Chapters 4, 6 and 7.
Part II

Grid Integration with EVs
Chapter 3

EV Charging Strategies in Low-Voltage Distribution Networks

Abstract: In this chapter, we discuss a variety of EV charging strategies for achieving both instantaneous and temporal optimisation objectives with practical constraints in Low-Voltage (LV) distribution networks. It is joint work with Paul McNamara, Seán McLoone, Robert Shorten, Sonja Stüdli, Richard Middleton and Julio Braslavsky and has been published in [107–110, 114]. This chapter also presents a review of some recent EV charging literature.

3.1 Introduction

From a power system perspective, a major concern is that, as increasing numbers of EVs plug into low-voltage distribution networks, e.g., residential areas or Small Medium Enterprise (SME) areas, if charging is not regulated it is likely that coincident uncontrolled charging of EVs will overload local distribution networks and substantially increase power requirements [32, 157]. Not surprisingly, therefore, developing smart grid infrastructure and EV charging strategies to mitigate the impact of the roll out of EVs on the grid have been the focus of considerable research effort in recent years [142, 156, 182].

To date, several different strategies have been proposed for charging groups of EVs connected to low-voltage distribution networks [31, 32, 50, 164]. These strategies can be classified from the perspective of the different actors in the power system, which consist of EV consumers, Distribution System Operators (DSOs) and Transmission System Operators (TSOs) [208].

Consumer oriented algorithms typically focus on maximising the amount of charge that can be allocated to a customer in a given time period. It is usually desired to allocate the avail-
able power to EVs in a fair way, providing a satisfactory Quality of Service (QoS), without violating system constraints, and minimising the cost to the customer. Many algorithms have been proposed using a centralised framework, the aim of which is to maximise the amount of charge allocated to customers [163, 164]. Here, centralised implies that all the information in the network is available to a centralised controller, which in turn processes the information and decides the charge each EV will receive. These algorithms are based on linear programming techniques. While centralised coordination gives the best performance possible [88], centralised algorithms require access to global system information, which might not always be accessible to a centralised controller, and centralised algorithms sometimes need to collect private information from customers for decision making. They usually have a significant communication overhead, involve higher complexity computations and typically do not scale well [35, 88, 126, 137]. For these reasons several decentralised strategies have been proposed recently for EV charging [22, 48, 102, 158, 174, 182]. In decentralised charging strategies individual EVs are given a certain level of decision making autonomy. Often individual EV chargers send a limited amount of information to a centralised unit which in turn provides some global coordination of their decisions, to a degree determined by the algorithm in use.

In this context, most recently, Stüdli et al. [189] have proposed EV charging strategies based on Additive-Increase-Multiplicative-Decrease (AIMD) that can be implemented in a decentralised fashion to maximise power utilisation by EVs while achieving a fair allocation of power across customers under certain assumptions. Also, Fan [48] borrowed the concept of congestion pricing in internet traffic control and introduced a Willingness To Pay (WTP) parameter to model the preference of user demand. Based on these ideas, he then developed a novel distributed framework for demand response and verified the convergence and dynamic behaviour of his adaptive algorithm, namely Distributed Price Feedback (DPF). With this framework in place, a novel distributed EV charging method was proposed such that each EV user could adapt their charging rate according to their personal preferences, maximising their own benefits. While it should be noted that most research studies to date, e.g. [48, 163, 164, 189] assume that future charging facilities will be capable of regulating EV charge rates continuously, few works consider the more realistic situation of EV chargers that support only on-off charging functionality. Some recently proposed results on solving this problem can be seen in [23, 167, 187, 192]. In particular, the authors [192] formulated this problem using Markov chain theory and proposed a distributed charging algorithm to maximise the utilisation of the available power via on-off charging control. However, practical power system infrastructure and operating constraints were not considered.

From the perspective of DSOs, charging strategies are usually designed to achieve a grid related objective such as the minimisation of power losses, while satisfying grid constraints,
and providing satisfactory customer service. Several centralised coordination strategies of this nature have been developed [1, 32, 39, 40, 142, 197, 211]. Vehicle-to-Grid (V2G) techniques for grid regulation have also been proposed in the literature. For example, in [211], V2G was used for grid regulation on a daily basis and for peak reduction at times of high demand. Some decentralised optimisation approaches have also been proposed to enhance grid regulation [189, 210].

Charging strategies aligned to TSO priorities include those focused on the scheduling of power supplies in an economic way, and those seeking to maximise the use of renewables on the grid. Centralised TSO based charging strategies include [219], where serial quadratic programming techniques were used to minimise the variance in the U.K. national demand profile, and [128] which examined the use of quadratic programming for load flattening under different penetrations of EVs. A more general study of adapting different centralised optimisation strategies for the coordination of EVs from the perspective of TSOs is presented in [81]. Several decentralised approaches developed from the TSO perspective are given in [3, 21]. In [8, 83, 100, 120] EVs are used for storage and control in order to maximise the utilisation of renewable energy. In [8], Mixed-Integer-Linear-Programming (MILP) was used to schedule EV charging loads in order to reduce charging costs and carbon emissions. In addition to this, EVs have been used to provide ancillary services, such as frequency control [57, 213].

With such a wide variety of algorithms available for EV charging it is desirable to have a common framework under which their performance can be compared. The objective of this chapter is to present such a framework for charging EVs in low-voltage distribution networks, and to consider the aforementioned works by providing a comparative evaluation of a range of EV charging strategies within this framework using a realistic distribution network simulation testbed and representative charging scenarios in both residential and SME areas. To do this, we review the basic mechanisms for several fairness based EV charging strategies, namely AIMD, DPF and on-off based charging. We propose a number of enhancements to these algorithms that take account of the power system structure, mitigate the impact of EVs on the grid from the perspective of transformer loading levels and voltage profiles, and reduce peak power requirements by responding to time-of-day pricing. Further, we also investigate other charging scenarios to provide a comparative evaluation of charging strategies from a different perspective rather than fairness. In particular, we consider those EV charging strategies focused on cost minimisation and valley-filling. Using a custom OpenDSS-Matlab simulation platform, different implementations of the algorithms are evaluated for a typical low-voltage feeder network with 50% EV penetration. With these results, we compare all considered charging strategies according to their different characteristics. Through
this comparison the positive and negative characteristics of each approach are identified. Additionally, we present a hardware design for a wireless AIMD based battery charging testbed to physically illustrate the ease of deployment of the decentralised algorithms. Finally, we conclude the chapter by providing suggestions for applying each charging strategy in practice.

The remainder of the chapter is organised as follows: In Section 3.2, we formulate the EV charging problems. Section 3.3 reviews the mechanisms of uncontrolled charging, AIMD, and DPF algorithms, and also provided a brief introduction to the ideal centralised solution. In the same section, we also introduce the distributed (on-off) and the centralised (on-off) charging algorithms [164]. The enhancements to all algorithms are presented in Section 3.4. In Section 3.5, two valley-filling based charging strategies are introduced. In Section 3.6, we present two cost minimisation based charging strategies. In Section 3.7, we set the simulation platform and evaluate the performance of different continuous EV charging strategies\(^1\) in a residential charging scenario. In Section 3.8 we implement the on-off based EV charging strategies in a SME charging scenario. In Section 3.9, we discuss our results. Section 3.10 describes our hardware testbed designs. Finally, we give an overall assessment of each introduced approach and conclude the chapter in Section 3.11.

### 3.2 Problem Formulation

#### 3.2.1 Notation

A scenario in which a number of houses incorporating EVs are connected to a power distribution network is shown in Figure 3.1. In this network, \(S\) is defined as the number of distribution transformers connected to the Medium-Voltage (MV) substation bus, SubBus. The SubBus is powered by a large rating transformer called \(TR(0)\), which connects to an external bulk power system. Let \(S^0\) denote the set \(\{0, 1, \ldots, S\}\) for indexing all transformers.

A number of simplifications are used in the system model. The load power consumption in the network is discretised into \(M\) discrete time slots, each of length \(\Delta T\). For indexing purposes, let \(M\) denote the set \(\{1, 2, \ldots, M\}\). The loads are classified as non-EV loads, and EV loads, in the low-voltage areas. The number of houses across all low-voltage areas is given by \(N\). Each EV charger is connected to a standard household outlet which is regarded as an EV charge point and each house can only have a maximum of one EV connected for charging. Let \(N\) denote the set \(\{1, 2, \ldots, N\}\) for houses and all EV charge points. The index set

\(^1\)The definition of ‘continuous’ and ‘on-off’ based EV charging strategies will be given in Section 3.3.
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Fig. 3.1 Schematic diagram of the distribution network

of all houses connected to the transformer TR(r) is given by $\Phi_r^h$, and similarly the index set of all EVs connected to the transformer TR(r) is given by $\Phi_r^c$.

The non-EV power consumption for the $j$th house at time slot $k$ is given by $h_j(k)$, and $c_j(k)$ denotes the charge rate of the $i$th active EV charge point at time $k$, for all $k \in \mathbb{M}$. The electricity price signal at time slot $k$, denoted $E(k)$, represents the Time-Of-Use (TOU) [169] or real-time pricing. The corresponding electricity price signal vector is given by $E^T := [E(1), E(2), ..., E(M)]$. The charge rate vector for all EV charge points is given by $c(k)^T := [c_1(k), c_2(k), ..., c_N(k)]$ for all $k \in \mathbb{M}$. The charge rate profile for the $i$th EV is specified by $c_i^T := [c_1(i), c_2(i), ..., c_M(i)]$. A charge rate matrix is also defined as $C := [c(1), c(2), ..., c(M)]$. The plug-in time and plug-out time of the $i$th EV are given by $\tau_{in}^i$ and $\tau_{out}^i$, respectively. Therefore, the $i$th EV must be charged within $[\tau_{in}^i, \tau_{out}^i]$. Let $P_{av}(k)$ denote the maximum available power that can be drawn from the external grid at time slot $k$. Let $P_{av}^{ev}(k)$ denote the maximum available power that can be provided for EV charging. Thus,

$$P_{av}^{ev}(k) = \min\left(\sum_{i=1}^{N} c_{i,\max}, P_{av}(k) - \sum_{j=1}^{N} h_j(k)\right).$$  (3.1)
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Due to the battery specification, each EV may have a different battery size (kWh), and this parameter is denoted as $B_i$ for the $i^{th}$ vehicle. The State-of-Charge (SOC) for the $i^{th}$ EV at time $k$, $SOC_i(k)$, within $[\tau_{in}^i, \tau_{out}^i]$ is given by:

$$SOC_i(k) = SOC_i(\tau_{in}^i) + \sum_{\tau=\tau_{in}^i}^{k-1} \frac{c_i(\tau) \Delta T}{B_i}$$  \hspace{1cm} (3.2)

where $SOC_i(\tau_{in}^i)$ is the initial SOC for the $i^{th}$ EV when it plugs in. The maximum achievable SOC for the $i^{th}$ EV is given by:

$$SOC_{max}^i = \min \left( 1, SOC_i(\tau_{in}^i) + \frac{c_{max}^i (\tau_{out}^i - \tau_{in}^i).\Delta T}{B_i} \right)$$  \hspace{1cm} (3.3)

where $c_{max}^i$ is the maximum charge rate (kW) of the $i^{th}$ EV charge point. A feasible charging profile is a charging profile which satisfies both plug-in constraints and the state of charge condition, i.e. $SOC_i(M) = SOC_{max}^i$ [58]. The following are also defined:

1. Aggregate non-EV base load at time $k$ is given by:

$$b(k) := \sum_{j=1}^{N} h_j(k).$$  \hspace{1cm} (3.4)

2. Aggregate non-EV base load profile is defined as:

$$b^T := [b(1), b(2), ..., b(M)].$$  \hspace{1cm} (3.5)

3.2.2 Plug-in Constraints

The ratings of both the EV charge point and vehicle battery impose constraints on the feasible charge rates which can be drawn from the charging socket by each EV. These are described in the following. For the $i^{th}$ EV, the maximum charge rate is denoted by $c_{max}^i$. Considering the charging rate over the course of the full $M$ time slots and noting that charging can only take place when the EV is plugged in and not already fully charged, the constraints are given as follows:

If $\tau_{in}^i \leq k \leq \tau_{out}^i$,

$$0 \leq c_i(k) \leq c_{max}^i,$$  \hspace{1cm} (3.6)

If $k \leq \tau_{in}^i$, $k \geq \tau_{out}^i$, or $SOC_i(k) = 100\%$,

$$c_i(k) = 0.$$  \hspace{1cm} (3.7)
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3.2.3 Power System Constraints

Some of the charging scenarios considered in the thesis explicitly take account of constraints on power system transformer loading levels and voltage profiles. The total loading conditions for each transformer \( P^{r}_{\text{sub}}(k), r \in S^0 \) at each time slot \( k \) is inspected, and the voltage for each connected node \( V_i(k) \) is used to evaluate the voltage level at each sample step. In this context, the power flow for the \( r^{th} \) transformer can be expressed as:

\[
P^{r}_{\text{sub}}(k) = \sum_{j \in \Phi^r_h} h_j(k) + \sum_{i \in \Phi^r_c} c_i(k), \forall r \in \{1, 2, \ldots, S\}.
\]  

(3.8)

Accordingly, the total power flow for the main substation is defined as:

\[
P^{0}_{\text{sub}}(k) = \sum_{r=1}^{S} P^{r}_{\text{sub}}(k).
\]  

(3.9)

In practice, equations (3.8) and (3.9) would not be evaluated explicitly, rather the relevant power flows would be measured directly at the transformers and would therefore also include distribution system losses. Letting \( TR^r_{\text{max}} \) denote the maximum power rating for the \( r^{th} \) transformer, the power flow constraint can be expressed as:

\[
P^{r}_{\text{sub}}(k) \leq TR^r_{\text{max}}, \forall r \in S^0.
\]  

(3.10)

In a similar fashion, defining the minimum acceptable voltage level as \( V_{\text{min}} \), the voltage constraint is given by:

\[
V_i(k) \geq V_{\text{min}}, \forall i \in N.
\]  

(3.11)

While the voltage level can be measured at each charge point, in general for monitoring purposes it only needs to be checked at the end of each phase since this will be the point where voltage violations will occur first.

3.2.4 Types of Optimisation

From a modelling perspective, different desired EV charging behaviours can be expressed as cost functions that need to be optimised. Typically cost functions for EV charging can be divided into two groups. The first are temporally based cost functions \( J(C) \) that evaluate actions taken over a period of time. The second are instantaneous cost functions \( J(c(k)) \) that only consider the current sample step.

In the case of temporal optimisation, which is essentially a scheduling problem, the optimum solution requires a priori knowledge of all relevant parameters over the optimisation
horizon, $k \in \mathcal{M}$, such that the full charge rate matrix $C$ can be determined, leading to sub-optimal solutions due to the uncertainty surrounding the predicted loads. These problems are typically computationally challenging and do not scale well. Typical temporal optimisation objectives include:

- Minimising the total charging costs for all EVs over the course of all time slots [196].
- Minimising the total energy losses on power transmission lines during EV charging periods [184].
- Minimising the load variance (thereby flattening the load profile) [58],[21].

On the other hand, instantaneous cost functions are defined in terms of the information available at the current sample step, and hence are not subject to the uncertainty associated with load prediction, PEV availability, etc. Also, they are typically more amenable to decentralised implementation than temporal methods. However, as these functions only cater for the conditions at the current sample step, they typically cannot accommodate global or long term objectives. Examples of instantaneous optimisation objectives include:

- Charge rate based fairness [189]. (Here, the objective is to minimise the difference between the charge rates of EVs while distributing the available power among EVs.)
- Price based fairness [48]. (In this case, charging fairness is defined from the perspective of the charging cost. In this problem, we expect the allocated charge rate of each EV to be proportional to the amount of money they would like to pay.)
- Maximising available power utilisation [163]. (Here, utility companies wish to maximise the power delivered to charging EVs.)

### 3.3 Fairness based EV Charging Strategies

In this section we review the principles of a number of fairness based EV charging algorithms that have been recently proposed in the literature. In Sections 3.3.1 to 3.3.4, we introduce the charging algorithms which are classed as ‘continuous’, that is algorithms that explicitly require that the charge rate of the $i^{th}$ EV can be adjusted continuously to any value in the range $[0, c_{i}^{\max}]$. The performance of these algorithms will be compared in Section 3.7.2 and 3.7.3. Further, in Section 3.3.5 and 3.3.6 we review the mechanisms of two on-off based EV charging strategies, where we require that the charge rate of the $i^{th}$ EV can only adopt one of two values, 0 or $c_{i}^{\max}$. We shall compare the performances of both algorithms in Section 3.8.
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3.3.1 Uncontrolled Charging Strategy

Uncontrolled charging, also known as uncoordinated charging or dumb charging, is where each EV begins charging at the maximum rate once it is plugged in, and continues charging at this rate until fully charged. The negative consequences of this approach for grid operation have been highlighted in many studies, see for example [32] and [163]. In the worst case scenario, if all EVs start to charge during peak load hours, then peak power requirements will be increased significantly and local distribution networks will likely be overloaded. This charging strategy can be viewed as the solution to the following temporal optimisation problem:

$$\max_{c} \sum_{k=1}^{M} \sum_{i=1}^{N} \text{SOC}_i(k)$$  \hspace{1cm} (3.12)

subject to: Plug-in constraints

3.3.2 Decentralised AIMD Algorithm

The basic idea of AIMD was originally applied in the context of network communication for providing a fair congestion control scheme to support best-effort traffic in the Internet [218]. To date, this idea has been greatly explored in the network communication community; for many novel protocols and applications see [19, 33, 99, 104, 176, 178, 179, 218]. The AIMD approach was first proposed in [189] in developing a charging context to distribute available power between customers in a variety of user oriented charging scenarios (e.g. domestic, workplace, motorway service station, shopping mall and parking area charging). In the domestic charging scenario, each active EV charge point executes the basic decentralised AIMD algorithm defined in Algorithm 1.

Comment: In practice some distributed/decentralised algorithms (e.g. AIMD) can be implemented in an iterative fashion with different sampling interval (rather than $\Delta T$) during each time slot $k$. The interval of each algorithm iteration depends on the computational capabilities of the EV charge points and the technologies of the communication infrastructures. For practical implementation of the algorithms, we could further discretise each time slot $k$ into $T$ same clock periods (each of length $\Delta t$), indexed by $t \in \{1, 2, ..., T\}$. Thus, for these algorithms EV charge rates will be adjusted at every (shorter) time slot $t$ and the EV charging constraints need to be satisfied at time slot $t$ as well. We shall expect that at the end of the iteration of each time slot $k$, the algorithm could approximately converge (due to numerical approximation) to a solution that equivalents to the optimal solution calculated by a centralised based approach.
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Algorithm 1 Basic Decentralised AIMD Charging Algorithm

1: while battery not charged, at every time slot $k$ do
2:   for each $t \in \{1, 2, ..., T\}$ do
3:     if capacity event then
4:       generate uniform random number, $p \in [0, 1]$
5:       if $p < p_i$ then
6:         $c_i(t+1) = \beta^{(1)} c_i(t)$
7:       else
8:         $c_i(t+1) = \beta^{(2)} c_i(t)$
9:     end if
10:    else
11:      $c_i(t+1) = \min(c_{i\max}, c_i(t) + \alpha \Delta t)$
12:    end if
13:  end for
14: end while

In Algorithm 1 $\alpha$ is an additive constant value in kW/s; $\beta^{(1)}$ and $\beta^{(2)}$ are multiplicative constants. During operation each EV charge point additively increases its charge rate until a “capacity event” occurs at which point it applies a multiplicative constant to decrease its charge rate. The multiplicative constants $\beta^{(1)}$ and $\beta^{(2)}$ are chosen by the $i$th charge point with probability $p_i$ and $1 - p_i$ respectively. A capacity event is deemed to have occurred when the total power demanded by all active EV charger points exceeds the maximum available power that can be provided for charging, that is at each time slot $k$:

$$\sum_{i=1}^{N} c_i(t) \geq P_{\text{av}}^{\text{ev}}(k), \forall t \in \{1, 2, ..., T\}$$ (3.13)

In the decentralised AIMD framework proposed in [189] the capacity event condition (3.13) is monitored by a central monitoring station server at the main distribution network substation which broadcasts a message to the charge points when events occur. Thus, the decentralised AIMD approach assumes a simple radial communication topology, as depicted in Figure 3.2, with each EV charge point equipped with a communication device that is able to receive signals broadcast by the central monitoring station.

The key characteristic of the basic AIMD charging algorithm is that it guarantees an equitable ‘average’ distribution of the available power between active EV charge points if each charge point chooses the same $\alpha$, $\beta^{(1)}$, $\beta^{(2)}$ and $p_i$ parameters [178]. The elegance of the approach is that it achieves this desirable property while requiring a minimum of communication infrastructure and only limited computing capabilities on each EV. In addition, the simple communication topology and minimal communication bandwidth make it a highly
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Fig. 3.2 Decentralised AIMD smart charging communication topology

scalable and cost effective solution [99, 116]. In this context, the fair AIMD charging algorithm can be thought of as providing an approximate distributed solution to the following optimisation problem:

$$\min_{c(k)} \sum_{i=1}^{N} [c_i(k) - \frac{1}{N} \sum_{i=1}^{N} c_i(k)]^2$$

subject to:

$$\sum_{i=1}^{N} c_i(k) = P_{av}^{ev}(k), \forall k \in M$$

Plug-in constraints

Power system constraints (enhanced)

(3.14)

3.3.3 Distributed Price Feedback Algorithm

In this section, we introduce the basic idea of the DPF algorithm proposed in [48]. After that we show how the algorithm can be modified to fit the mathematical framework considered in Section 3.2. At the beginning of the EV charging process, each EV owner provides a Willingness To Pay (WTP) parameter, $\omega_i > 0$, that is used to determine their charge rate. In general, the larger $\omega_i$ the more charge a vehicle can expect to receive, and in the absence
of power system or plug-in constraints available power is distributed proportionally to \( \omega_i \). During every time slot \( k \), the price signal \( E(t) \) in this algorithm is then defined as:

\[
E(t) = f \left( \sum_{i=1}^{N} c_i(t) \right), \quad \forall t \in \{1, 2, ..., T\}
\]

(3.15)

where \( f(x) \) is given by

\[
f(x) = a \left( \frac{x}{P_{av}(k)} \right)^d
\]

(3.16)

where \( a \) and \( d \) are both positive constants.

Each EV \( i \) is associated with a utility function \( \mu_i(x) \) with respect to the charging demand \( x \) at each charging time slot. \( \mu_i(x) \) is a non-decreasing function to achieve proportional fair pricing defined as:

\[
\mu_i(x) = \omega_i \log(x)
\]

(3.17)

Hence, our objective is that each EV charge point chooses \( c_i(t) \) to maximise its net profit:

\[
\mu_i(c_i(t)) - c_i(t)E(t)
\]

(3.18)

According to [48], the \( i \)th EV charge point adapts its charge rate using the following equation to maximise the above utility function:

\[
c_i(t+1) = c_i(t) + \gamma_i(\omega_i - c_i(t)E(t))
\]

(3.19)

Here \( \gamma_i \) is a parameter that controls the rate of convergence of the algorithm. The charge rate of each EV is updated according to the feedback pricing signal \( E(t) \) and its WTP parameter \( \omega_i \). The mechanism for implementation of the basic DPF algorithm is illustrated as follows.

**Algorithm 2** Distributed Price Feedback Charging Algorithm

**while** battery not charged, at every time slot \( k \) **do**

**for** each \( t \in \{1, 2, ..., T\} \) **do**

- Send \( c_i(t) \) to the central infrastructure
- Get \( E(t) \) from the central infrastructure
- Update \( c_i(t) \) using (3.19)

**end for**

**end while**
This strategy can be used to provide a distributed solution similar to solving the following optimisation problem:

$$\min_{c(k)} \sum_{i=1}^{N} \left[ \frac{c_i(k)}{\omega_i} - \frac{1}{N} \sum_{i=1}^{N} \omega_i c_i(k) \right]^2$$

subject to:

$$\begin{cases}
\sum_{i=1}^{N} c_i(k) = P_{av}^{ev}(k), \forall k \in M \\
\frac{c_i(k)}{c_j(k)} = \frac{\omega_i}{\omega_j}, \quad \forall i \neq j \in N, \forall k \in M \\
\text{Plug-in constraints (enhanced)} \\
\text{Power system constraints (enhanced)}
\end{cases}$$

(3.20)

**Comment:** The constraint $$\sum_{i=1}^{N} c_i(k) = P_{av}^{ev}(k)$$ in both (3.14) and (3.20) is considered to avoid trivial solutions. In addition, the power system constraint is not considered in the decentralised AIMD algorithm in [189] and both plug-in constraint and power system constraints are not considered in the DPF algorithm in [48]. However, as a necessary option for the grid, we shall consider these constraints in the proposed enhanced algorithms in Section 3.4. Thus, the enhanced AIMD and DPF could provide approximate solutions to optimisation problems in (3.14) and (3.20) with the included constraints depicted by (enhanced).

### 3.3.4 Ideal Centralised Instantaneous Charging

In this section, we introduce an ideal centralised instantaneous charging (ICIC) solution based on a hierarchical structure. At sample step $k$, all charging EVs are required to send their charging requests $c_{i,\text{max}}$ to their local transformers. Each local transformer calculates the charge rate for each EV $i$ in the $r^{\text{th}}$ area, taking into account the current local capacity $T R_{r,\text{max}} - P_{r,\text{sub}}(k)$, and forwards the power requirements to the main substation. If the total amount of requested power exceeds the available power, the main substation $TR(0)$ allocates the available power to each substation in proportion to the requested values. Each substation then updates their EV charge rates accordingly and broadcasts the information to the charge points. This strategy is feasible for solving the following optimisation problem.

$$\min_{c(k)} \sum_{i=1}^{N} \left[ c_i(k) - \frac{1}{N} \sum_{i=1}^{N} c_i(k) \right]^2$$

subject to:

$$\begin{cases}
\sum_{i=1}^{N} c_i(k) = P_{av}^{ev}(k), \forall k \in M \\
P_{r,\text{sub}}(k) \leq T R_{r,\text{max}}, \forall r \in S
\end{cases}$$

(3.21)
3.3.5 Distributed On-Off Charging

In this section, we consider a distributed on-off based EV charging algorithm that has been recently proposed in [192]. The algorithm, based on a learning automation method, is used to control the operation of a fleet of EVs connected to on-off type chargers in order to maximise the utilisation of the available power. To this end, an ergodic Markov Chain based distributed control system is formulated to analyse the charging dynamics of each EV. Depending on whether a congestion signal is received or not, each EV can automatically turn on or turn off its charging according to the determined probability at each time step. This algorithm has been demonstrated to be capable of converging to a fair allocation of available power for EV charging. The flow chart of this distributed charging algorithm is depicted in Figure 3.3. In this algorithm, $\mu_i$, $\mu_i^+$ and $\beta_i$ are the parameters for the turn-off phase and $\lambda_i, \lambda_i^+$ and $\alpha_i$ are for the turn-on phase. For a detailed description of the algorithm, please refer to [192].

Note: Voltage constraints are not considered within this formulation for the sake of simplicity.
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3.3.6 Centralised On-Off Charging

The centralised charging algorithm proposed here is partly inspired by the optimal EV charging algorithm in [164], where a linear programming technique is employed to solve the optimisation problem. Here, a similar framework is applied which is adapted to deal with binary control actions. A technique based on MILP is employed to maximise the available power utilisation while satisfying grid constraints. The voltage deviations at each node are calculated at each time step by using voltage sensitivity analysis. Hence, the voltage constraint for EV charging point $i$ at time step $k$ in (3.11) becomes

\[ \mu_i c_i(k) + \sum_{j=1; j\neq i}^N \mu_{ji} c_j(k) + V_i(k) \geq V_{\text{min}}. \]

(3.22)

Here, $\mu_i$ represents the voltage sensitivity at $i^{th}$ charge point due to an EV charging at charge point $i$ and $\mu_{ji}$ is the sensitivity of charge point $i$ to an EV charging at charge point $j$ [164]. Let $A$ be a $N \times N$ voltage constraint matrix containing $\mu_i$ in the diagonals and $\mu_{ji}$ as off diagonal elements. Then a MILP optimisation problem incorporating the voltage constraint can be defined as [164]:

\[ \max_x e^T x \]

subject to: $Ax \leq d$

(3.23)

where $x \in \mathbb{R}^N$ is the state of the EVs with entries either 0 or 1 representing the off and on state, respectively, of each EV. $e \in \mathbb{R}^N$ is a coefficient vector with all one entries. $A \in \mathbb{R}^{N \times N}$ is the voltage sensitivity matrix. $d \in \mathbb{R}^N$ is the vector with the maximum voltage deviation from the current node voltage to the corresponding voltage limit. These matrices are then augmented to also include the phase load constraint and transformer loading constraints as specified in (3.10).
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The distributed EV charging algorithms outlined above do not take into account any power system constraints. However, as previously explained, maintaining these grid constraints is critical to meeting consumer power quality guarantees and ensuring the state and reliable operation of the power grid. Therefore, we adapt the distributed algorithms to react to violations of these constraints in this section. It should be remarked that, due to the similarities in applying the enhancement methods to different distributed algorithms, as an example, we shall only elaborate our enhancement approaches to the basic AIMD algorithm. However,
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the enhanced performance of different algorithms other than AIMD, i.e., enhanced DPF (EnDPF) and enhanced distributed on-off Charging, are also summarised in Sections 3.7 and 3.8 respectively.

In addition, we introduce a heuristic method to regulate the available power in response to a varying electricity price to effect a shift in EV loads away from periods of high demand, thereby reducing peak-power capacity requirements and ultimately the costs to the consumer. The overall objective for the enhanced charging strategies is to achieve benefit for both utilities and customers with all EVs sharing the maximum amount of available power fairly while ensuring that the distribution network continues to operate within acceptable limits.

3.4.1 Communication Topology and Infrastructure Requirements

In order to incorporate power system constraints into the decentralized AIMD charging algorithm in a practical and scalable way a hierarchical communication topology paralleling the topology of the grid is proposed, as shown in Figure 3.4. The complexity of the communication and charger infrastructure required depends on the power system constraints that are taken into account.

At its simplest the AIMD algorithm only requires the broadcasting capability of the main substation server and the receiving capability of each EV charger as envisaged by [189] and depicted in Figure 3.2. However, equivalently, this can be implemented in a cascaded fashion as shown in Figure 3.4 with the central monitoring station at the main distribution substation relaying its generation capacity event broadcasts to the local distribution substations, which in turn relay the broadcast to the EV charge points in their local area.

An advantage of this hierarchical approach is that it reduces transmitter power requirements and can take advantage of existing communication infrastructure that typically exists on the transmission network. More importantly, it offers the possibility of responding to local infrastructure capacity events such as overloading of a substation transformer. To enable this each substation has to have a local monitoring station (substation server) to receive generation capacity event broadcasts from the central monitoring station (main substation server), detect local infrastructure capacity events and broadcast capacity event information to the charge points in its area. It should be noted that since the AIMD algorithm does not distinguish between capacity event types no modifications are required to the EV charge points to accommodate infrastructure capacity events.

However, this is not the case for line voltage events. Since line voltage issues are inherently local to the user, they cannot be detected at the local substation. Instead they have to be sensed by the individual EV charge points and the information relayed back to the local substation. Therefore, in order to respond to voltage events each EV charger needs to
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have the capability to continuously sense its own socket voltage and transmit a voltage event message to its local substation when the voltage drops below an acceptable level.

3.4.2 Enhanced AIMD Charging Strategy

With the appropriate communication and sensing infrastructure in place, as outlined above, the basic AIMD smart charging algorithm running on each charge point can be modified to respond to voltage, infrastructure and generation capacity events as shown in Algorithm 3. Recalling that, \( V_i(k) \) is the line voltage of the \( i^{th} \) EV charge point at the \( k^{th} \) time instant. Here, \( V_{\text{event}} \) is a threshold voltage level below which a voltage event is triggered and voltage event message transmitted to the local substation server, and \( V_{\text{min}} < V_{\text{event}} \) is the minimum acceptable voltage level below which the EV charger enters a protective self regulation mode. The remaining parameters are as defined previously for the basic AIMD implementation.

The local monitoring station for a given area broadcasts a capacity event signal to the active EV charge points in its area if any of the following conditions are satisfied:

- A generation capacity event is broadcast by the main substation.
- A voltage event message is transmitted by any of the charge points in its local area
- A local infrastructure constraint violation is detected (e.g. transformer overload)
Algorithm 3 Enhanced Decentralised AIMD Charging Algorithm

while battery not charged, at every time slot k do
    for each $t \in \{1, 2, ..., T\}$ do
        if capacity event then
            generate uniform random number, $p \in [0, 1]$
            if $p < p_i$ then
                $c_i(t + 1) = \beta^{(1)} c_i(t)$
            else
                $c_i(t + 1) = \beta^{(2)} c_i(t)$
            end if
        else
            $c_i(t + 1) = \min(c_{max}, c_i(t) + \alpha \Delta t)$
        end if
        if $V_i(t) < V_{event}$ then
            transmits a voltage event message (treated as a local capacity event signal)
        end if
        if $V_i(t) < V_{min}$ then (self regulation)
            $c_i(t + 1) = 0$
        end if
    end for
end while

In addition to monitoring infrastructure constraints, the central monitoring station at the main substation is responsible for determining the power available $P_{av}(k)$ at every time slot $k$ and broadcasting a generation capacity event when $P_{0sub}(t) > P_{av}(k)$, $\forall t \in \{1, 2, ..., T\}$.

Compared to the basic AIMD EV charging strategy, the enhanced AIMD (EnAIMD) implementation offers greater protection to the grid infrastructure and optimum usage of available power. For example, if one of the local transformers is overloaded but overall generation capacity is not being exceeded at the main substation, the basic AIMD implementation would fail to respond, while the enhanced implementation will decrease only the charge rates of the EVs in the corresponding local area to protect the transformer. The basic AIMD charging solution in these circumstances would require that charge rates of EVs in unaffected areas also be reduced, but this would lead to under utilisation of available generating capacity.

While responding to voltage constraint violations within the AIMD framework adds substantially to the complexity of EV charge point infrastructure the local sensing of voltage at each EV allows a degree of self-regulation/fail-safe mode to be introduced whereby each EV switches off whenever the detected line voltage drops below a minimum acceptable level, $V_{min}$, irrespective of whether a capacity event has been received or not. Since severe generation capacity and infrastructure overloading events generally cause significant voltage
issues, this offers a degree of robustness to communication system failures. In practice, this self regulation mode will only rarely be activated provided there is a sufficient margin between \( V_{min} \) and \( V_{event} \).

### 3.4.3 Price-adjusted Available Power

AIMD is inherently an instantaneous algorithm with no temporal visibility hence it cannot take a longer term view in determining EV charge rates. However, a simple heuristic modification can be introduced to the available power calculation that allows the temporal context to be taken into account in a meaningful way with negligible impact on overall system complexity. The heuristic is to modulate the available power signal \( P_{av}(k) \) with time-of-use pricing information so that an artificial reduction in available power is created at times of high electricity prices, that is,

\[
P_{tou}(k) = P_{av}(k) - \xi (E(k) - E_{min}(k))
\]  

(3.24)

Here \( \xi \) is a constant tuning parameter, \( E(k) \) (cent/kWh) is the Time-of-Use (TOU) price at time \( k \) and \( E_{min} \) is the minimum TOU price during the day. Since the TOU prices reflect the peak demand periods on the grid, this modification essentially drives EV load to off-peak times. To implement price-adjusted AIMD charging the only additional requirement is that TOU pricing be made available to the central monitoring station. Where this information is pre-defined and fixed \cite{169}, it can be pre-programmed into the central monitoring station software. Otherwise it can be periodically relayed to the station via a communication link.

### 3.5 Valley-Filling based Charging Strategies

In this section, we present two typical EV charging strategies, namely optimal decentralised valley-filling charging and centralised load-variance-minimisation charging, aimed at achieving valley-filling for the grid. We give the descriptions of both strategies with regard to our optimisation framework.

#### 3.5.1 Optimal Decentralised Valley-Filling Charging

In \cite{58}, Gan et al. proposed a novel decentralised temporal optimisation algorithm, namely optimal decentralised valley-filling (ODVF), to optimally schedule EV charging to perform valley filling through an iterative process. It has been shown that the charging profile for each
EV can reach optimality within a few iterations and that the approach provides satisfactory performance and is robust to errors in users’ specifications and outdated signals.

In order to minimise the load variance (valley-filling) by the ODVF method, the following is solved:

\[
\min_C \sum_{k=1}^{M} \left[ \sum_{i=1}^{N} c_i(k) + b(k) \right]^2
\]

subject to:

\[
\begin{align*}
\text{Plug-in constraints} \\
\rho_{\text{sub}}^0(k) &\leq TR_{\text{max}}^i \\
SOC_i(M) &\leq SOC_{\text{max}}^i, \forall i \in N
\end{align*}
\]

where \( b(k) \) denotes the \( k \)th element of base load profile \( b \). Please refer to [58] for details of the algorithm implementation.

### 3.5.2 Centralised Load-Variance-Minimisation Charging

In this case, the optimisation problem is formulated as a quadratic programming problem, the aim of which is to flatten the overall load profile, i.e., valley-filling. Compared to the ODVF method, as defined in Section 3.5.1, this charging strategy, denoted CLVM, gathers all the necessary information from both the grid and EV customers before solving the quadratic optimisation problem, in order to determine the optimal charge rate matrix \( C \) before charging commences. Mathematically the optimisation problem is given by equations (3.26) and (3.27) presented below.

\[
J(C) = \sum_{k=1}^{M} (\rho_{\text{sub}}^0(k) - \overline{\rho}_{\text{sub}}^0)^2
\]

where \( \overline{\rho}_{\text{sub}}^0 \) is defined as the average power consumption measured at the main transformer over the course of \( M \) time slots.

In each case the optimisation problem is defined as

\[
\begin{align*}
\min_C & \quad J(C) \\
\text{subject to:} & \quad \begin{align*}
\text{Plug-in constraints} \\
SOC_i(M) = SOC_{\text{max}}^i, \forall i \in N
\end{align*}
\end{align*}
\]

where the SOC constraint is necessary to avoid the trivial solution \( C = 0 \).
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In this section, we introduce decentralised and centralised cost minimisation based EV charging strategies for minimising total charging costs of EV customers with respect to a given TOU pricing suggested in [169].

3.6.1 Decentralised Selfish Charging Strategy

In this charging strategy it is assumed that charging is conducted in a decentralised fashion by each EV guided only by TOU pricing information (assumed to be available \textit{a priori}) and plug-in constraints. TOU information motivates EV owners to shift their demands to cheaper price periods. Therefore, in decentralised selfish charging (DSC) each EV optimises its charging schedule in order to meet its charging requirements at the minimum cost with no regard for the impact on the power system. Mathematically the DSC formulation can be viewed as solving the follows optimisation problem:

\[
\min_{\tau_i} \sum_{k=1}^{M} c_i(k) \Delta T \cdot E(k), \quad \forall i \in N
\]

subject to:

\[
\begin{cases}
\text{Plug-in constraints} \\
SOC_i(M) = SOC_{max}, \forall i \in N 
\end{cases}
\]

(3.28)

3.6.2 Centralised Charging Cost Minimisation Strategy

In this section, a centralised charging cost minimisation (CCCM) strategy based on linear programming is proposed to minimise the total cost of charging EVs. Using this method, the charge rate matrix of all EV charge points $C$ is determined at a centralised control centre. Rather than updating the charge rate locally according to some feedback signals (e.g. price signal) at every time slot, centralised approaches are more amenable to fulfilling temporal based objectives (e.g. minimising total charging costs, valley-filling). We assume that at the beginning of the scheduling window, all required information is provided to the optimisation program for computation in the control centre. This information includes the predicted base load $b$ defined in (3.5) and the charging schedule of each EV, i.e., $\tau_{in}^i$ and $\tau_{out}^i$. 
In this case, the optimisation problem is taken as a centralised scheduling problem to minimise total charging costs. The mathematical formulation can be defined considering the SOC of all EVs, power system constraints and plug-in constraints:

$$\min_{C} \sum_{k=1}^{M} \sum_{i=1}^{N} c_i(k) \Delta T \cdot E(k)$$

subject to:

$$\begin{cases}
\text{Plug-in constraints} \\
\text{Power system constraints} \\
SOC_i(M) = SOC_i^{\text{max}}, \forall i \in N
\end{cases}$$

(3.29)

Comment: If the power system constraints are omitted, the solution to the optimisation problem defined in (3.29) is mathematically equivalent to the solution of (3.28). Thus, CCCM is an enhancement of DSC since it is not practical to incorporate power system constraints in the DSC method. However, this is at the expense of substantial communication and computation overhead.

### 3.7 Comparisons of ‘Continuous’ EV Charging Strategies

In this section, the performance of all continuous EV charging strategies are compared in a typical low-voltage distribution network in a residential area. In Section 3.8, the performance of the on-off charging strategies are evaluated in a SME area for another scenario of interest.

#### 3.7.1 Simulation Setup

In order to compare the performance of the different charging strategies in a residential area, a one day simulation was run with $\Delta T$ set to 5 minutes and $\Delta t$ set to 5 seconds. The simulation was conducted on a residential low-voltage distribution network with $S = 3$ and $N = 160$. The houses are distributed evenly across phases with maximum 50% EVs randomly connected in three household areas. The topology of the network is given in Figure 3.1.

This distribution network was modelled and implemented using a custom OpenDSS/ Matlab simulation platform. OpenDSS [44], an open source electric power system Distribution System Simulator, was used to simulate the power system and calculate the instantaneous power flows and voltage profiles for the test network. Matlab was used to simulate typical residential EV connection, SOC and disconnection patterns (randomly generated for each EV) and to create a wrapper programme to simulate the operation of the network over a period of time for varying household and EV loads based on various charging strategies. The main steps performed by the wrapper programme are summarised in Algorithm 4.
Algorithm 4 OpenDSS-Matlab Wrapper Programme for EV Charging Simulation

for $k = 1, 2, \ldots, M$ do

1. Sense the amount of energy available $P_{av}(k)$
2. Each household generate its current non-EV load, $h_i(k)$.
3. Calculate the available power for EV charging $P_{ev, av}(k)$ (optional)
   for $t = 1, 2, \ldots, T$ do
   4. Determine the set of EVs currently connected to the grid.
   5. For each EV compute its instantaneous charge rate, $c_i(t)$, according to the selected algorithm.
   7. Call the OpenDSS software to simulate the current state of the distribution network.
   8. Record the current values of relevant EV and distribution network states (connection status, SOC, line voltages, substation power flows etc.)
   end for
end for

Comment: The wrapper programme provides an generalised OpenDSS/Matlab simulation platform for implementation of the instantaneous based charging approaches. For instance, the selected algorithms in the fifth step could include AIMD, DPF, ICIC, distributed on-off and their extended versions. Note that temporal based charging approaches (e.g. CCCM and CLVM) are not included here since they require different simulation setups.

Residential power consumption profiles for each scenario were generated based on residential customer smart meter electricity trial data provided by the Commission for Energy Regulation (CER) [26] in Ireland. This dataset consists of time series demand data for 4225 residential customers over 536 days, sampled every 30 minutes starting from 15th of July 2009. The non-EV household load profiles for each of the 160 houses in the test network were generated by randomly selecting load profiles from the CER dataset and upsampling them using linear interpolation to the desired sampling interval $\Delta T$. To illustrate this dataset, we consider a typical summer scenario from the period 22nd of July to 24th of July 2009, and a winter scenario from the period 22nd of January to 24th of January 2010. A comparison diagram of the average load consumption for 4225 residential smart meters during both periods is shown in Figure 3.5. As expected this shows that the average power consumption during typical Irish winter days is much higher than during summer days. In particular, the peak power consumption during the three winter days is more than 50% greater than the summer peaks. In our simulation study we consider a typical winter day scenario for better illustration of the performance of the algorithms. The average non-EV household load consumption in each of our charging scenarios is illustrated in Figure 3.6.
Fig. 3.5 Average summer and winter residential power consumption profiles in Ireland as computed from smart meter trial data of 4225 customers [26]

Fig. 3.6 Average residential power consumption profiles for 160 customers on January 23rd 2010 [26]
The assumptions on EV travelling patterns, and hence SOC and plug-in/out probability distributions, were taken from [36]. For EV connection patterns, we assume that EVs arrive home and connect to the charge points between 4pm-7pm (21% of all daily journeys in Irish Urban area) with the following time distribution: 4pm-5pm (33%), 5pm-6pm (38%), 6pm-7pm (29%). Similarly, for EV disconnection patterns, we assume that most of them depart from home between 7am and 10am (19% of all daily journeys in Irish Urban areas) with the following time distribution: 7am-8am (21%), 8am-9am (47%), 9am-10am (32%). The battery capacity for each EV was assumed to be 20kWh and the initial energy required for each EV was normally distributed. The mean of the distribution was set to 10kWh and the standard deviation was chosen as 1.5kWh. This means 99.9% of the EVs require between 5kWh and 15kWh and 81.8% require between 8kWh and 12kWh to fully charge their batteries. For comparison purposes, the same plug-in/out and SOC values were used with each method considered. It was assumed that all EVs charged overnight and that once an EV was plugged in it only physically plugged out at the scheduled plug-out time.

Several assumptions are also made with regard to EVs and residential EV charging infrastructure, which are consistent with previous studies in [164, 189]. The assumptions are as follows.

1. The nominal voltage of each EV charge point is set at 230V.
2. The maximum power output from the EV home charger cannot exceed 3.7kW.
3. The maximum available power can be provided from the grid is 400kVA.
4. Each EV has the ability to adapt its charge rate in real-time and continuously.
5. Power flow for EV charging is unidirectional from grid to vehicle (i.e. vehicle-to-grid is not considered).

We now present a comparison of the listed charging strategies grouped according to their different characteristics as follows:

1. Uncoordinated charging strategy
2. Fairness based (continuous chargers) strategies: AIMD, DPF, EnAIMD, EnDPF and ICIC and their TOU price adjusted extensions
3. Cost minimisation strategies: DSC and CCCM
4. Valley-Filling strategies: ODVF and CLVM
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3.7.2 Evaluation of the Uncoordinated Charging Strategy

As already noted in Section 3.3.1, uncontrolled charging is where each EV is charged at its maximum rate once it is plugged in and continues charging at this rate until it is fully charged. In this section, different penetration levels of EVs on the network were examined to evaluate the impact of uncontrolled charging on both the power grid and customers. As shown in Figure 3.7, the minimum non-EV voltage on all buses during the peak-periods was found to be 0.9538pu (219.36Volts). With uncontrolled EV charging coinciding with peak-power several bus voltages drop below 0.95pu (the minimum accepted voltage on the grid), with the minimum voltage found to be 0.9151pu around 7pm.

The power flow at the substation and all local transformers are marginally overloaded during peak times as a result of EV charging in the case of 10% EV penetration, as can be seen in Figure 3.8. In the case of 50% EV penetration, maximum loading occurs around 8pm and exceeds the available power by 43.56%. Thus, for our test distribution network, uncontrolled charging at 50% EV penetration cannot be supported.

3.7.3 Evaluation of Continuous Fairness based Charging Strategies

In this section, the performance of the different fairness based charging strategies is discussed. In the DPF method, the WTP parameter was chosen to be 1, 2 or 3 randomly (with same probability) by each EV. In the case of the ICIC algorithm, results are presented only for the implementation without the voltage limitation condition. For all methods, the utility regulatory factor $\xi$ in equation (3.24) was set to 10 so that only limited available power can be accessed during peak times. The resultant power and voltage profiles, and the profile of the loading of the second transformer are presented in Figures 3.9, 3.10, and 3.11, respectively.

The results show that both AIMD and DPF provide a good approximation to the ideal solution, and as such are competitive alternatives to the ideal solution given the substantially reduced communication overhead associated with their distributed implementation. DPF has the advantage that by using its price-feedback approach it is able to provide users with a charge rate proportional to their WTP in their local area (local fairness is maintained at each given time instance), which is demonstrated in Figure 3.12. The averaged charge rate obtained by DPF method for EVs connected in a given area (TR(2)) was calculated as 0.94kW, 1.42kW and 1.76kW by means of slow (WTP = 1), normal (WTP = 2) and fast charging (WTP = 3), respectively. It should be mentioned that the average charge rate for the different EVs is not necessarily proportional to their WTP parameters, due to the impact of local power system and charging infrastructure constraints. Further results for all scenarios
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Fig. 3.7 Comparison of the minimum voltage profiles with different levels of EV penetration using uncontrolled charging. Red dashed line marks the minimum acceptable voltage level on the network.

Fig. 3.8 Comparison of the power consumption at the main substation with different levels of EV penetration using uncontrolled charging. Red dashed line marks the maximum available power from the grid.
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Fig. 3.9 Comparison of the power consumption at the main substation with different charging strategies.

Fig. 3.10 Comparison of the minimum voltage profile with different charging strategies. Red dashed line marks the minimum acceptable voltage level on the network.
considered in this section, including the scenarios without price-adjusted available power, are summarised in Table 3.1. This will be discussed in Section 3.9.

### 3.7.4 Evaluation of Cost Minimisation Strategies

In this section, the two charging strategies designed to minimise charging costs, namely DSC and CCCM, are applied to the distribution network with 50% EV penetration and TOU pricing as given in Figure 3.13. Simulation results show that DSC, which has no regard for power system constraints, violates local transformer loading constraints even if EV charging is delayed to off-peak times (around 12am), while 50% EV penetration can be comfortably accommodated on the network with CCCM, as shown in Figure 3.14 and the transformer loading indexes reported in Table 3.4. However, CCCM needs to gather information from EVs and also from the power grid, hence it has substantial scalability issues compared to DSC.

### 3.7.5 Evaluation of Valley-Filling Charging Strategies

For the following simulations, a simplification is made by assuming that all EVs share a common plug-out time of 6am. As can be seen in Figure 3.15 and Table 3.4, the performance of the ODVF method, when it is allowed a number of iterations (e.g. 20 algorithm iterations in this case), is comparable to that of CLVM. Most significantly, the ODVF method gives a significant reduction in computation time compared to the CLVM method as illustrated in Tables 3.2 and 3.3. These times are calculated using quadprog in Matlab using a Dell Computer with a Win7 64bits operation system (RAM: 6GB, CPU: Inter(R) Core(TM) i7-2600, 3.4GHz). Thus it is easy to observe the significant advantages of applying the ODVF method versus the CLVM method from the perspective of computation times.

The performance of the ODVF method was also evaluated from the perspective of the Mean Square Error (MSE) between the iterative load profile and the optimal aggregated load profile using the CLVM method. In particular, Figure 3.16 illustrates that the ODVF method is capable of achieving 90% of the CLVM based optimum within 6 iterations.

### 3.8 Comparisons of On-Off EV Charging Strategies

In this section, we consider a SME scenario where on-off EV charging strategies are implemented in a low-voltage distribution network. This scenario is attractive since it can be used to represent a typical working area, for instance, a certain number of EVs are charging in
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Table 3.1 A comparison of simulation results for various EV charging strategies (50% EV penetration)

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Ave&lt;sup&gt;a&lt;/sup&gt; Time(h)</th>
<th>Std&lt;sup&gt;b&lt;/sup&gt; Time(h)</th>
<th>Min&lt;sup&gt;c&lt;/sup&gt; Time(h)</th>
<th>Max&lt;sup&gt;d&lt;/sup&gt; Time(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoEV</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Uncontrolled</td>
<td>2.80</td>
<td>0.38</td>
<td>1.83</td>
<td>3.83</td>
</tr>
<tr>
<td>AIMD</td>
<td>7.53</td>
<td>0.88</td>
<td>5.42</td>
<td>9.17</td>
</tr>
<tr>
<td>AIMD(P)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>8.34</td>
<td>1.05</td>
<td>5.92</td>
<td>10.08</td>
</tr>
<tr>
<td>EnAIMD</td>
<td>7.89</td>
<td>1.63</td>
<td>4.58</td>
<td>10.83</td>
</tr>
<tr>
<td>EnAIMD(P)</td>
<td>8.56</td>
<td>1.29</td>
<td>5.83</td>
<td>11.00</td>
</tr>
<tr>
<td>DPF</td>
<td>7.86</td>
<td>1.84</td>
<td>4.42</td>
<td>11.42</td>
</tr>
<tr>
<td>DPF(P)</td>
<td>8.71</td>
<td>1.81</td>
<td>5.00</td>
<td>12.33</td>
</tr>
<tr>
<td>EnDPF</td>
<td>8.00</td>
<td>2.42</td>
<td>3.92</td>
<td>14.50</td>
</tr>
<tr>
<td>EnDPF(P)</td>
<td>9.19</td>
<td>2.02</td>
<td>5.83</td>
<td>14.58</td>
</tr>
<tr>
<td>ICIC</td>
<td>7.41</td>
<td>1.11</td>
<td>4.67</td>
<td>9.25</td>
</tr>
<tr>
<td>ICIC(P)</td>
<td>8.24</td>
<td>1.10</td>
<td>5.67</td>
<td>10.08</td>
</tr>
</tbody>
</table>

<sup>a</sup> Average charging time  
<sup>b</sup> Standard derivation of charging time  
<sup>c</sup> Minimum charging time  
<sup>d</sup> Maximum charging time  
<sup>e</sup> (P) for price-adjusted available power

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Ave costs&lt;sup&gt;f&lt;/sup&gt; (cents/kWh)</th>
<th>Ave rate&lt;sup&gt;g&lt;/sup&gt; (kW)</th>
<th>Min Volt&lt;sup&gt;h&lt;/sup&gt; (pu)</th>
<th>Max TR Loading (%)</th>
<th>Overload&lt;sup&gt;i&lt;/sup&gt; Duration(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoEV</td>
<td>n/a</td>
<td>n/a</td>
<td>0.954</td>
<td>112.93</td>
<td>2.25</td>
</tr>
<tr>
<td>Uncontrolled</td>
<td>22.32</td>
<td>3.70</td>
<td>0.915</td>
<td>177.68</td>
<td>14.83</td>
</tr>
<tr>
<td>AIMD</td>
<td>13.36</td>
<td>1.38</td>
<td>0.940</td>
<td>122.49</td>
<td>9.33</td>
</tr>
<tr>
<td>AIMD(P)</td>
<td>11.21</td>
<td>1.25</td>
<td>0.941</td>
<td>113.92</td>
<td>6.58</td>
</tr>
<tr>
<td>EnAIMD</td>
<td>12.74</td>
<td>1.36</td>
<td>0.953</td>
<td>112.93</td>
<td>2.75</td>
</tr>
<tr>
<td>EnAIMD(P)</td>
<td>11.18</td>
<td>1.23</td>
<td>0.950</td>
<td>112.93</td>
<td>2.25</td>
</tr>
<tr>
<td>DPF</td>
<td>13.93</td>
<td>1.36</td>
<td>0.946</td>
<td>122.17</td>
<td>9.33</td>
</tr>
<tr>
<td>DPF(P)</td>
<td>11.30</td>
<td>1.22</td>
<td>0.947</td>
<td>113.91</td>
<td>5.83</td>
</tr>
<tr>
<td>EnDPF</td>
<td>13.63</td>
<td>1.35</td>
<td>0.953</td>
<td>112.93</td>
<td>5.17</td>
</tr>
<tr>
<td>EnDPF(P)</td>
<td>11.22</td>
<td>1.16</td>
<td>0.954</td>
<td>112.93</td>
<td>2.33</td>
</tr>
<tr>
<td>ICIC</td>
<td>13.84</td>
<td>1.41</td>
<td>0.951</td>
<td>124.47</td>
<td>9.92</td>
</tr>
<tr>
<td>ICIC(P)</td>
<td>11.20</td>
<td>1.27</td>
<td>0.945</td>
<td>116.01</td>
<td>5.75</td>
</tr>
</tbody>
</table>

<sup>f</sup> Average EV charging costs  
<sup>g</sup> Average EV charging rate  
<sup>h</sup> Minimum voltage on the grid  
<sup>i</sup> Maximum percent of the transformer loading level  
<sup>j</sup> Duration for transformers overloading
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Fig. 3.11 Comparison of the loading conditions on transformer TR(2) with different charging strategies

Fig. 3.12 Comparison of the charge rates in the same area [both connected to TR(2)] (a) Enhanced AIMD charging with price adjusted available power (b) Enhanced DPF charging with price adjusted available power
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Fig. 3.13 Diagram of the TOU electricity price

Fig. 3.14 Comparison of the EV load when using CCCM and DSC with the price adjusted available power modification
Table 3.2 ODVF computation time for different iteration counts (50% EV penetration).

<table>
<thead>
<tr>
<th>ODVF</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6.08</td>
</tr>
<tr>
<td>10</td>
<td>11.41</td>
</tr>
<tr>
<td>15</td>
<td>16.96</td>
</tr>
<tr>
<td>20</td>
<td>22.79</td>
</tr>
</tbody>
</table>

Table 3.3 CLVM computation times with different levels of EV penetration.

<table>
<thead>
<tr>
<th>CLVM</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>20.87</td>
</tr>
<tr>
<td>20%</td>
<td>104.72</td>
</tr>
<tr>
<td>30%</td>
<td>236.02</td>
</tr>
<tr>
<td>40%</td>
<td>789.23</td>
</tr>
<tr>
<td>50%</td>
<td>2105.78</td>
</tr>
</tbody>
</table>

Table 3.4 A comparison of simulation results for various temporal based EV charging strategies (50% EV penetration)

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Ave&lt;sup&gt;a&lt;/sup&gt; Time(h)</th>
<th>Std&lt;sup&gt;b&lt;/sup&gt; Time(h)</th>
<th>Min&lt;sup&gt;c&lt;/sup&gt; Time(h)</th>
<th>Max&lt;sup&gt;d&lt;/sup&gt; Time(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoEV</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>ODVF</td>
<td>7.31</td>
<td>0.74</td>
<td>5.92</td>
<td>8.58</td>
</tr>
<tr>
<td>CLVM</td>
<td>7.31</td>
<td>0.74</td>
<td>5.92</td>
<td>8.58</td>
</tr>
<tr>
<td>DSC</td>
<td>8.88</td>
<td>0.26</td>
<td>7.92</td>
<td>9.00</td>
</tr>
<tr>
<td>CCCM</td>
<td>8.89</td>
<td>0.27</td>
<td>7.92</td>
<td>9.00</td>
</tr>
</tbody>
</table>

<sup>a</sup> Average charging time  
<sup>b</sup> Standard derivation of charging time  
<sup>c</sup> Minimum charging time  
<sup>d</sup> Maximum charging time

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Ave costs&lt;sup&gt;e&lt;/sup&gt; (cents/kWh)</th>
<th>Ave rate&lt;sup&gt;f&lt;/sup&gt; (kW)</th>
<th>Min Volt&lt;sup&gt;g&lt;/sup&gt; (pu)</th>
<th>Max TR&lt;sup&gt;h&lt;/sup&gt; Loading (%)</th>
<th>Overload&lt;sup&gt;i&lt;/sup&gt; Duration(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoEV</td>
<td>n/a</td>
<td>n/a</td>
<td>0.954</td>
<td>112.93</td>
<td>2.25</td>
</tr>
<tr>
<td>ODVF</td>
<td>10.46</td>
<td>1.36</td>
<td>0.958</td>
<td>112.93</td>
<td>2.25</td>
</tr>
<tr>
<td>CLVM</td>
<td>10.46</td>
<td>1.36</td>
<td>0.958</td>
<td>112.93</td>
<td>2.25</td>
</tr>
<tr>
<td>DSC</td>
<td>10.00</td>
<td>1.13</td>
<td>0.954</td>
<td>112.93</td>
<td>2.61</td>
</tr>
<tr>
<td>CCCM</td>
<td>10.00</td>
<td>1.11</td>
<td>0.954</td>
<td>112.93</td>
<td>2.25</td>
</tr>
</tbody>
</table>

<sup>e</sup> Average EV charging costs  
<sup>f</sup> Average EV charging rate  
<sup>g</sup> Minimum voltage on the grid  
<sup>h</sup> Maximum percent of the transformer loading level  
<sup>i</sup> Duration for transformers overloading
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Fig. 3.15 Comparison of the optimal aggregated load profile obtained using CLVM and the iterative ODVF methods

Fig. 3.16 Percentage obtained for CLVM and the iterative ODVF methods (in terms of MSE) with different numbers of iterations
a common parking lot near an office building. Next we introduce the simulation setup and evaluate the charging strategies using power system simulation.

### 3.8.1 Simulation Setup

In order to compare the performance of different on-off based charging strategies, a low-voltage distribution network with 45 EV charge points and an office building was modelled using the OpenDSS software [44], as illustrated in Figure 3.17. All charge points were evenly distributed on each phase. The distance between each charge point was set to 10 meters. At the source end of the network, a 10kV/400V (400kVA) ∆/Y (grounded) two windings step-down transformer was modelled. The voltage from the external grid was set to 1.05pu and the minimum voltage level that can be tolerated on the grid was set to 0.95pu. In addition, a 50kVA safety margin was reserved for the transformer for secure operation. i.e. the maximum available power that can be drawn from the grid is 350kVA. The distance between each section of the three phase underground cable was set to 100meters. The aggregated load profile for the office building was generated by selecting several winter load profiles from the smart meter electricity trial dataset (SME subset) provided by the CER in Ireland [26]. For simplicity, the power factor for the official building load was assumed to 0.95 lagging over the course of the full $M$ time slots. The time step was set to 1 second for a 14 hour simulation conducted from 6am to 8pm. The load profile for the office building applied in this time period is illustrated in Figure 3.18. Each data point of the load profile was sampled and assumed to be constant during every half an hour.

The maximum charge rate of each EV was set to 3.7kW which corresponds to a nominal charging current of 16A. This means that when the EV charger is required to turn on, the charge rate can only be set to 3.7kW. The assumptions on the SOC, and the travelling patterns for EVs are consistent with the assumptions made in the previous section (i.e., for comparisons of ‘continuous’ EV charging strategies). However, since we are now modelling a working scenario in which EVs will be charged in a SME area during the day, thus we shall assume that EVs depart for work between 7am and 10am and come back home between 4pm and 7pm with the same probability distribution as specified in the previous section. In addition, we assume that in total 40 EVs connect, which represents 89% of available charging points. Without loss of generality, in our simulation three EVs were assumed to already connect to the parking lot at the beginning of the simulation time (6am). This assumption can be used to model some fixed number of EVs which are normally required to park overnight in the area (e.g. service vehicles).
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Fig. 3.17 Schematic diagram of the distribution network

Fig. 3.18 Office building power consumption from 6am to 8pm
3.8.2 Evaluation of On-Off Fairness based Charging Strategies

The simulation results for the on-off charging strategies considered are also compared from the perspective of both the grid operators and customers. Power grid utilities wish to reduce power losses, voltage sag and maximize the energy that can be delivered to customers at all times. Hence, the power utilisation, the power losses in the cables and the voltage sag are investigated, see Figures 3.19 to 3.21. The results show that uncontrolled charging has a severe impact on the grid and could not be tolerated. The basic distributed charging strategy improves the power network performance with regard to power losses and power utilisation. However, the voltage drop is still significant, as shown in Figure 3.21. By using the enhanced distributed algorithm the minimum voltage is substantially improved. It is also noteworthy that the enhanced distributed strategy achieves comparable performance to the centralised solution throughout the simulation in terms of grid operation.

From the customer side, performance is measured in terms of the quality of service that is delivered. This depends on the amount of energy they receive or whether their EV is fully charged before their departure. The best result in this regard is achieved by uncontrolled charging, where all the EVs can finish charging within four hours. When using the enhanced or distributed algorithms all EVs were able to finish charging before departure. In terms of customer wishes, the centralised approach behaved worst with multiple EVs not fully charged at their departure. As expected, the enhanced method is able to provide some fairness to the EVs. In other words, the centralised method provides the best solution from the grid perspective, but ignores fairness from the perspective of the customers. A detailed comparison of the charging time for the EVs can be found in Table 3.5, including the average charging time and the extreme values.

Therefore, the enhanced distributed on-off charging strategy can provide many benefits to both utilities and customers. At the same time the required enhancements to the existing charging infrastructure are small, as it requires only broadcast communication and measurement points at critical locations in the grid. Note that the results presented in this section depend on the investigated power grid. The actual improvements possible can vary when considering other grid structures and need to be investigated in detail.

3.9 Discussion

In general, uncontrolled charging provides the best performance in terms of its objective, i.e., minimising customer charging times. Similarly, by applying the basic AIMD, DPF and distributed on-off based charging strategies, charging fairness can be achieved for each
Fig. 3.19 Comparison of the power utilisation

Fig. 3.20 Comparison of the total power losses
### Table 3.5 A comparison of simulation results for various on-off type of EV charging strategies (50% EV penetration)

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Uncontrolled</th>
<th>Distributed(^a)</th>
<th>Enhanced(^b)</th>
<th>Centralised(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ave Time (h)</strong></td>
<td>2.81</td>
<td>3.74</td>
<td>4.60</td>
<td>4.14</td>
</tr>
<tr>
<td><strong>Std Time (h)</strong></td>
<td>0.40</td>
<td>0.76</td>
<td>1.51</td>
<td>1.61</td>
</tr>
<tr>
<td><strong>Min Time (h)</strong></td>
<td>1.92</td>
<td>2.16</td>
<td>2.06</td>
<td>1.92</td>
</tr>
<tr>
<td><strong>Max Time (h)</strong></td>
<td>3.59</td>
<td>4.90</td>
<td>7.43</td>
<td>7.79</td>
</tr>
<tr>
<td><strong>No. not finished(^d)</strong></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td><strong>Missed (kWh)(^e)</strong></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5.65</td>
</tr>
<tr>
<td><strong>Earliest EV (h:m)(^f)</strong></td>
<td>08:26</td>
<td>08:28</td>
<td>08:30</td>
<td>08:26</td>
</tr>
<tr>
<td><strong>Last EV (h:m)(^g)</strong></td>
<td>13:15</td>
<td>14:33</td>
<td>17:42</td>
<td>n/a</td>
</tr>
</tbody>
</table>

\(^a\) Distributed on-off charging  \(^b\) Enhanced distributed on-off charging  
\(^c\) Centralised on-off charging  \(^d\) Number of EVs not fully charged  
\(^e\) Remained energy to be charged to finish charging of all EVs  \(^f\) The earliest time that an EV finishes charging  
\(^g\) The latest time that an EV finished charging

customer under appropriate assumptions, while the basic DPF method can adjust this fairness according to the WTP specified by individual customers.

However, typically these approaches violate grid constraints, as can be seen in Table 3.1 and 3.5 and Figures 3.7 and 3.8. The addition of constraints allows the respective charging goals to be met while respecting grid constraints, as shown in Table 3.1 and 3.5 and Figures 3.9–3.11 and Figures 3.19–3.21. While centralised algorithms achieve the best performance in terms of their stated goals, including satisfying power system constraints, they require global information and also do not scale well, as mentioned previously. For example, here, the CLVM method has the longest simulation times. Decentralised algorithms, like the ODVF algorithm, approach the performance of centralised algorithms and are scalable.

Therefore the modified AIMD, DPF and distributed on-off algorithms show much promise. These algorithms provide a trade off between a small communication overhead and almost optimal performance in terms of their grid objectives, and can be coordinated to approxi-
3.10 Testbed Design

To conclude the chapter, we go beyond the simulations and build a hardware testbed using the AIMD algorithm for charging mobile phone batteries as a proxy for EVs.

This project is mainly built on the Arduino electronics platform [10]. The schematic diagram of the project is illustrated in Figure 3.22. Here, the Arduino UNO [38] is acting as a central controller for computing and coordination. For the application at hand, we extend the basic functions of the UNO by including charging and wireless modules. The charging module is used to charge the phone battery and the wireless module is for packet transmission. In particular, we use the Zigbee protocol [47] for short distance communication between devices. However, for longer transmission range, this wireless module can be easily replaced by other available RF options or by enhancing the antennas. Finally, we use the oscilloscope for demonstration and data logging. With these modules in place, the basic decentralised AIMD algorithm can be applied on the testbed.
According to the AIMD algorithm requirements, the wireless transmission system is divided into two parts. We shall denote them as coordinator and router/end user separately. In practice, a coordinator can be regarded as an EV aggregator which provides available power and services for EV charging. The end users are normally regarded as the EV owners which require EV charging services. In Figure 3.22 it is shown that there are two end users and one coordinator. The coordinator is used to broadcast the capacity event signals to the end users. In our experiments, each capacity event signal is triggered manually by pressing a designated button connected to the coordinator. Note that this manual operation can be thought as in a practical scenario when more than two end users are charging simultaneously, where the condition of capacity events depends on the charging status of all end users and the uncertainty of the available power that can be provided. In this case, we can manually trigger the capacity event signals in our design for easy implementations of the algorithm. The end user is used to receive the packet from the coordinator. Each packet consists of one bit of information for coding the capacity event. For instance, if an end user receives a ‘1’ (i.e. rather than ‘0’), it implies that a capacity event happened just now. On receiving each packet, each UNO (end user) decides whether to linearly increase or multiplicatively decrease the charging current for the next time slot and forwarding this value to the charging module. In this way the charging current through each battery can be adjusted in a decentralised fashion by the AIMD algorithm via wireless coordination.

The charging module is used to adjust the charging current based on the packet forwarded from the UNO (end user). This module is mainly composed of a MOSFET (PNP) and a limiting current component. The voltage applied on the MOSFET (gate) is used to control the current generated on the drain. The input voltage is generated from each UNO (end user) and it is adjustable via the built-in PWM mechanisms. The limiting current component is composed of a diode. The charging current can be measured directly by monitoring the voltage across the resistance in parallel with the diode. Although the PWM signal can be used to control charging current directly, we filter the PWM signal via a simple RC circuit such that the smoothed DC voltage can be clearly shown on the multimeter and the oscilloscope.

With the data logging devices in place, the real-time data from the testbed can be exported. Figure 3.23 shows the comparisons of two filtered PWM signals from two different charging boards. For observation purposes, the yellow curve is offset by 500mV to the blue curve. In this example, a series of capacity event signals were generated between 10 and 70 seconds. Although with a bit delay in wireless transmission between devices, the fairness of charging is shown clearly. With respect to these PWM signals, Figure 3.24 demonstrates the changes in both charging voltage and current obtained from one battery. It is shown that the charging current reduces rapidly after receiving these capacity event signals, and it rises back (approx.)
Conclusions

In this chapter, we considered a wide variety of EV charging strategies applied in low-voltage distribution networks. To commence the chapter, we have presented a comprehensive review of the literature for charging a fleet of EVs by using different coordination strategies. Our starting point is the observation that with all of these charging strategies available, there is no common framework such that the performance of these strategies can be compared. Motivated by this, a mathematical framework for formulating EV charging problems has been
3.11 Conclusions

Fig. 3.23 Comparisons of charging fairness on the testbed

Fig. 3.24 Charging current and voltage of the first battery
presented that incorporates both power system and charging infrastructure constraints and
caters for both instantaneous and temporal optimisation objectives. Within this framework,
several typical charging strategies were evaluated. These algorithms were further tested on a
power system distribution level testbed in both residential and SME scenarios using a hybrid
Matlab/OpenDSS platform, and using realistic demand and charging profiles.

To conclude, we give an overall assessment for each approach considered in this chapter. It was found that those algorithms that ignored system constraints, i.e., Uncontrolled,
AIMD, AIMD(P), DPF, DPF(P) and distributed on-off, typically violated them for large
EV penetrations and thus not suitable for practical implementations. Of the algorithms
that considered power system constraints, the modified AIMD, DPF and distributed on-off
algorithms provided the best trade off in terms of achieving almost optimal performance in
terms of their grid objectives while satisfying constraints and maintaining a small commun-
ication overhead are most recommended for practical implementations. While for other
communication based optimal algorithms considered, i.e. ICIC, ICIC(P), CLVM, DSC and
CCCM, are not scalable well and usually require global information for decision making,
and thus they are not suggested for practical implementations.
Chapter 4

Using V2G for Ancillary Services

Abstract: This chapter discusses different V2G schemes for providing ancillary services to the grid. In particular, two applications involving groups of EVs are investigated: (1) mitigating the current imbalance in a typical three-phase power network; and (2) providing optimal fairness power dispatch in a microgrid scenario. The research which is joint work with Emanuele Crisostomi, Seán McLoone, and Robert Shorten was published in [105, 111].

4.1 Introduction

The previous chapter evaluated various strategies for coordinating the charging of EVs and how they impacted on the grid. In all cases the focus was on controlling the power flow from the Grid-to-Vehicle (G2V). Vehicle-to-Grid (V2G) opportunities were not explored.

In this chapter we shall investigate applying different V2G technologies on a group of EVs to provide ancillary services to the grid. In this regard, we consider two applications. In the first application, we harness the power of V2G to reduce the current imbalance on a three-phase distribution network. Current and voltage imbalance are intrinsically linked, however, the issue of balancing currents is less complex than that of balancing voltages. This is because the current magnitudes and angles along phases can easily be measured at the transformer, and current demand can then potentially be altered to balance phases. The voltage on the other hand is related to the distribution of individual loads along the phases, and it is more difficult to determine where the controllable loads, e.g. EVs, are located. In the case of current balancing, it is more advantageous to use a distributed algorithm rather than a centralised solution because global knowledge of the system may not be available to a centralised controller, and a distributed approach allows flexibility in terms of what EVs are controlled at a given time, i.e., it allows a more “plug and play” type approach. With this in mind, a distributed EV charging strategy, based on techniques from the cooperative control
literature, is developed. To date, many cooperative control algorithms have been employed in power system applications [74, 215], and our work uses the distributed consensus method developed in [94] (Note that this method is based on Lemma 4.1 of Chapter 4 [94] and is theoretically the same as Lemma 2 of Chapter 2 of this thesis). The proposed solution seeks to regulate EV charging in order to prevent overloading of the grid, while at the same time coordinating charging/discharging activity across phases so as to reduce current imbalance and power losses.

In the second application, we study the power dispatch problem in a microgrid scenario with EVs and renewable energy generation. In this scenario, EVs are connected to the grid and managed by an aggregator such that EV owners can sell their own energy to the grid when they do not need to travel, and the power grid can store energy by charging the EVs if it is required. This framework is attractive for all participants since EV owners see in this process the possibility of earning money by selling V2G services, and the grid company see in this process the feasibility of regulating the fluctuating energy produced from renewable sources or to improve grid stability at critical times. On this basis, we model the V2G problem as an optimisation problem that aims to achieve an optimal trade-off between the economic benefit of using energy from renewables instead of energy from other more expensive power plants, and the inconveniences caused to the owner in terms of residual energy remaining in the EV. Also, we are interested in computing a “fair” solution, where fairness is related to the fact that the same energy should be taken from all EVs participating in the V2G programme (i.e. some EVs’ owners might decide not to participate in such a programme to preserve the level of energy in their EVs for future use).

Note that the challenge with such an optimisation problem is that the utility functions associated with each EV are personal, and should not be revealed to others. Also, we are interested in computing the optimal solution in a distributed fashion, to avoid increasing computation load on the central infrastructure (e.g. base stations) and to improve flexibility, privacy and robustness from a system perspective. We shall illustrate a distributed consensus algorithm that solves this V2G problem in a fair manner, trying to achieve an optimal trade-off between power generation costs and inconvenience to the vehicle owner. Note that our proposed solution is largely based on the results obtained in Chapter 2.

The remainder of the chapter is organised as follows. In Section 4.2, the application of V2G to current imbalance reduction is presented. In Section 4.3, the V2G problem is formulated and the proposed algorithm is applied to achieve optimal V2G power dispatch in a microgrid. Section 4.4 concludes the chapter.
4.2 Current Imbalance Reduction

4.2.1 Current Unbalance Factor

The Voltage Unbalance Factor (VUF) is proposed as a metric for quantifying the degree of voltage imbalance in a network. To date, there have been many different definitions proposed for VUF, such as the IEEE and NEMA standards [129, 154]. However, in practice VUF is not always sufficient for a complete analysis of the power network. In this regard, Standards for the Current Unbalance Factor (SCUF) are proposed, which help to calculate the VUF and support better understanding of the power grid. In this chapter it is assumed that the maximum acceptable SCUF on the grid is 10% [51]. The SCUF is given as follows [156]:

\[
\%\text{SCUF} = \left( \frac{|i_n|}{|i_p|} \right) \times 100% , \tag{4.1}
\]

where \(i_n\) and \(i_p\) are the negative sequence and positive sequence components of the current \(i\). If we denote the zero sequence current as \(i_0\), and the current in the individual phases as \(i_a\), \(i_b\), and \(i_c\) then:

\[
\begin{bmatrix}
  i_0 \\
  i_p \\
  i_n
\end{bmatrix} = \frac{1}{3} \begin{bmatrix}
  1 & 1 & 1 \\
  1 & \alpha & \alpha^2 \\
  1 & \alpha^2 & \alpha
\end{bmatrix}
\begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix}, \tag{4.2}
\]

where \(\alpha\) is defined as follows:

\[
\alpha = e^{j\frac{\pi}{3}}. \tag{4.3}
\]

With (4.2), we can easily calculate the current unbalance factor using the measured current on each phase.

4.2.2 Current Balance Equation

The current balance equation can be formulated in a general framework by considering the EV charging loads on each phase [51]. The balance equations are given as follows:

\[
i_n = i_{nr} + i_{ni}, \\
i_p = i_{pr} + i_{pi}, \tag{4.4}
\]
where

\[ i_{pr} = \frac{1}{3} (i_{d1} + i_{d2} + i_{d3}) \]
\[ i_{pi} = -\frac{1}{3} (i_{q1} + i_{q2} + i_{q3}) \]
\[ i_{nr} = \frac{1}{3} i_{d1} - \frac{1}{6} (i_{d2} + i_{d3}) + \frac{\sqrt{3}}{6} (i_{q2} - i_{q3}) \]
\[ i_{ni} = \frac{1}{3} i_{q1} - \frac{1}{6} (i_{q2} + i_{q3}) - \frac{\sqrt{3}}{6} (i_{d2} - i_{d3}) \] (4.5)

and also with:

\[
\begin{bmatrix}
  i_{d1} \\
  i_{d2} \\
  i_{d3}
\end{bmatrix} = \begin{bmatrix}
  \frac{P_{L1} + P_{EV1}}{V_{s1}} \\
  \frac{P_{L2} + P_{EV2}}{V_{s2}} \\
  \frac{P_{L3} + P_{EV3}}{V_{s3}}
\end{bmatrix}
= \begin{bmatrix}
  \frac{Q_{L1} + Q_{EV1}}{V_{s1}} \\
  \frac{Q_{L2} + Q_{EV2}}{V_{s2}} \\
  \frac{Q_{L3} + Q_{EV3}}{V_{s3}}
\end{bmatrix}.
\]

In (4.6), the variables \( P_{EVj} \) and \( Q_{EVj} \) denote the total active and reactive powers consumed by the EV loads on the \( j \)th phase. Similarly, the variables \( P_{Lj} \) and \( Q_{Lj} \) are used to represent the total active and reactive powers consumed by all household loads on the \( j \)th phase. In addition, \( V_{sj} \) is used to represent the voltage at the transformer on the \( j \)th phase. In (4.4), \( i_{nr} \) and \( i_{ni} \) denote the real and imaginary components of the negative sequence current. Similarly, \( i_{pr} \) and \( i_{pi} \) are used to represent the real and imaginary components of the positive sequence current. In (4.5), \( i_{dj} \) and \( i_{qj} \) represent the in-phase and quadrature component on the \( j \)th phase of current \( i \). It is worth noting that in a balanced system, zero sequence component \( i_0 \) should always equals to zero. Since the zero sequence component is not related to the SCUF defined in (4.1), this expression is not considered in the context of this chapter.

According to the definition in (4.1), the SCUF can be set to 0 if the value of \( i_n \) can be manipulated to 0. With this in mind, referring to (4.5), if the following holds:

\[ i_{d1} = i_{d2} = i_{d3} > 0 \] (4.7)
\[ i_{q1} = i_{q2} = i_{q3} = 0 \] (4.8)

then both \( i_{nr} \) and \( i_{ni} \) will be equal to 0 while \( i_p \) will still be a positive value. Therefore, \( |i_n| = \sqrt{i_{nr}^2 + i_{ni}^2} \) will be 0. Referring to (4.6), the active power flow on each phase can be made the same via manipulation of \( P_{EVj} \), for \( j = 1, 2, 3 \) (ignoring the small differences between phase voltages at the head of transformer \( V_s \)), so as to satisfy (4.7), and (4.8) is satisfied by letting:

\[ Q_{Lj} = -Q_{EVj}, \text{ for } j = 1, 2, 3. \] (4.9)

It is possible to achieve this goal using a V2G framework where each EV has the flexibility to adjust their charge rates as required [170]. Based on this idea, a distributed control framework can be designed as in the following section.
4.2 Current Imbalance Reduction

4.2.3 Distributed Consensus Algorithm

Let us consider a scenario in which there are $N$ number of EVs connected to the grid. It is assumed that each EV charger has a maximum allowable apparent power $s_{\text{max}}^i$, a maximum active power draw, $c_{\text{max}}^i$, and a maximum reactive power draw, $r_{\text{max}}^i$, such that:

$$s_{\text{max}}^i = \sqrt{c_{\text{max}}^i \, ^2 + r_{\text{max}}^i \, ^2}. \quad (4.10)$$

The load power consumption in the network is discretised, with a sample time $\Delta T$. The measured active and reactive power consumptions on the $j$th phase of the transformer at sample step $k$ are denoted by $T_{j,a}^i(k)$ and $T_{j,r}^i(k)$, respectively. The index set of all EVs connected at the $j$th phase at sample step $k$ is denoted by $\Theta_j(k)$. To protect the transmission line from overloading, the maximum power flow that can be tolerated at each phase is defined as $P_{\text{max}}$. The active and reactive charge rates for the $i$th EV at sample step $k$ are denoted by $c^i(k)$ and $r^i(k)$, respectively. Here, $r^i(k) > 0$, such that the $i$th EV can inject the same amount of reactive power as the reactive power consumed by the houses. The variables $G_{j,a}(k)$ and $G_{j,r}(k)$, which denote the total chargeable capacity of active and reactive powers on the $j$th phase, are given as follows:

$$G_{j,a}^i(k) = \sum_{i \in \Theta_j(k)} \left( c_{\text{max}}^i - c^i(k) \right), \text{ for } j = 1, 2, 3,$$

$$G_{j,r}^i(k) = \sum_{i \in \Theta_j(k)} \left( r_{\text{max}}^i - r^i(k) \right), \text{ for } j = 1, 2, 3. \quad (4.11)$$

Now the result in Lemma 2 can be applied to the EV charging strategy outlined above.

**Lemma 2** Let $\{P(k)\}_{k \in \mathbb{N}}$ be a sequence of row stochastic matrices which is strongly ergodic. Then for every solution $\{x(k)\}_{k \in \mathbb{N}}$ of (2.22) we have

$$\lim_{k \to \infty} \text{dist} (x(k), E) = 0. \quad (4.12)$$

To apply the above Lemma we proceed as follows. For each $k$ we define the $P(k)$ as

$$P_{i,j}(k) = \begin{cases} 
1 - \sum_{j \in N^i_k} \eta_j, & \text{if } j = \bar{i}, \\
\eta_j, & \text{if } j \in N^i_k, \\
0, & \text{otherwise}. 
\end{cases} \quad (4.13)$$

where $\bar{i}$, $\bar{j}$ are the indices of the entries of the matrix $P(k)$, $\eta_j \in \mathbb{R}$ is a weighting factor, and $N^i_k$ represents the set of neighbour agents communicating to the $i$th EV. For example, a convenient choice for $\eta_j$ can be $\frac{1}{|N^i_k|+1} \in \left(0, \frac{1}{N-1}\right)$, where $|\bullet|$ denotes cardinality, giving rise to an equal weight factor for all elements in $x(k)$. This leads to the following distributed consensus algorithm for the charging of EVs on the individual phases:
Algorithm 5 Distributed Consensus Algorithm

1: while Battery not charged do
2:     for each $i \in \Theta_j(k)$ do
3:         Get $E^I_j(k)$ from the server at the main transformer.
4:         Get $c_h(k)$ from all neighbours $h \in N^I_k$.
5:         Do $\delta_i(k) = \eta^a_i \sum_{h \in N^I_k} (c_h(k) - c_i(k)) + \mu_a E^I_a(k)$.
6:         Do $c_i(k + 1) = \min \left( c_{i\max}, c_i(k) + \delta_i(k) \right)$.
7:     end for
8: end while

9: while Charger is active do
10:    for each $i \in \Theta_j(k)$ do
11:        Get $E^R_j(k)$ from the server at the main transformer.
12:        Get $r_h(k)$ from all neighbours $h \in N^R_k$.
13:        Do $\lambda_i(k) = \eta^r_i \sum_{h \in N^R_k} (r_h(k) - r_i(k)) + \mu_r E^R_i(k)$.
14:        Do $r_i(k + 1) = \min \left( r_{i\max}, r_i(k) + \lambda_i(k) \right)$.
15:    end for
16: end while

Comment: As an example to illustrate the matrix $P(k)$, let us consider a simple network with three EVs at a given time step $k$. We assume the followings: the first EV is able to receive the info only from the second EV; the second EV is not able to receive any info from its neighbours; the third EV is able to receive info from all EVs; then the corresponding matrix $P(k)$ can be shaped as:

$$P(k) = \begin{bmatrix} \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & 1 & 0 \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \end{bmatrix}$$

The variables $\eta^a_i$ and $\eta^r_i$ are weighting factors of the $i$th EV determining the convergence rate for active and reactive power and $\mu_a$ and $\mu_r$ affect the stability of the algorithm. With a proper choice of parameters, consensus will be approximately achieved (due to numerical quantisation) for the both active and reactive charge rates for each EV connected on the same phase. The variable $E^I_a(k)$ is the difference between the allowable power on phase $j$ and the current power being drawn on phase $j$. Effectively this is the amount of extra power that can be absorbed by the available EVs along each phase $j$. A similar definition applies to $E^R_a(k)$ as regards the reactive power, where it is only required to compensate for the reactive power consumed on each phase $j$ by the household loads.
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Fig. 4.1 Schematic diagram of the communication topology

To apply this theory, it is also assumed that each EV has the ability to exchange information about its charge rate with its connected neighbours. This constructed communication graph can be time-varying (e.g. due to uncertain communication issues) and it is assumed that this communication always exist unless only one or zero EVs are in the network. Beyond that, it is also required that each EV has the ability to receive a broadcast signal from the transformer. This signal is used to coordinate the charge rates of EVs and achieve some common goal (e.g. current balancing). A schematic diagram for the required communication topology is illustrated in Figure 4.1.

It should be noted that, for the algorithm presented here, it is not necessarily required to know the number of connected EVs at each time slot. The values of $G_j^a(k)$ and $G^r_j(k)$ in (4.11) are communicated in a similar fashion to the charge rates, but the result is accumulated as it is transmitted along the communication nodes. In practice, this process is performed before the broadcast signals are updated each time step on the transformer side. It is also required that at least one of the EVs connected to the $j^{th}$ phase is able to send the $G_j^a(k)$ and $G^r_j(k)$ signals back to the transformer.

It is then necessary for the transformer to recalculate both the reactive power required for compensation at each sample step, and also the active power charge rates required for the maximisation of EV charging whilst maintaining balanced phases. To this end, the signals
related to the active, $E^j_a(k)$, and reactive power, $E^j_r(k)$, broadcast from the transformer to each EV connected to the $j^{th}$ phase, are formulated as follows:

$$
\begin{align*}
    P_{\text{tot}}^j(k) &= \min \{ P_{\text{max}}, G^j_a(k) + T^j_a(k) \}, \\
    P_{\text{min}}(k) &= \min \{ P_{\text{tot}}^1(k), P_{\text{tot}}^2(k), P_{\text{tot}}^3(k) \}, \\
    E^j_a(k) &= P_{\text{min}}(k) - T^j_a(k), \\
    E^j_r(k) &= \min \{ G^j_r(k), T^j_r(k) \}.
\end{align*}
$$

(4.14)

Here $P_{\text{tot}}^j(k)$ is the total potential power that could be drawn by phase $j$ at sample step $k$. The variable $P_{\text{min}}(k)$ is defined as the minimum of the $P_{\text{tot}}^j(k)$ values that can be drawn amongst the three phases at sample step $k$. This is then the setpoint for the total power to be drawn in each of the individual phases. The allowable power to be drawn in phase $j$, $E^j_a(k)$, is then given by the difference between the total power phase $j$ can draw and the current power being drawn in phase $j$. The reactive power, $E^j_r(k)$, is chosen on each phase to equal the reactive power being drawn by household loads at sample step $k$.

4.2.4 Simulations

In this section a distribution level simulation is developed. We adopted a similar topology to a distribution network modelled in Section 3.8.1.

As illustrated in Figure 4.2, a 10kV/400V (400kVA) Δ/Y (grounded) transformer was connected at the head of the feeder. The voltage from the external grid was set to 1.05pu. The distribution network was modelled with the TN-C-S earthing system, where the three-phase transmission line was split clearly with a neutral line connected back to the neutral point. The variable $Z$ denotes the total power consumption at the location to which it is connected, which includes both household loads and EV charging loads. Each load $Z$ was modelled as a constant current load and each household load was associated with a power factor. For simplicity, we assumed this factor was equal to 0.95 lagging for each house during the day. The load profile for each house was randomly chosen from the dataset given in [26]. Then each load profile was resampled every minute such that the load consumption was constant within each one minute interval. In addition, the sampling time for the charging algorithm was set to one second. In other words, it was assumed that each EV was able to finish exchanging charge rate information with their neighbours in this one second interval.

It was assumed that there were 20 houses located evenly on each phase. The distance between each house was 10 meters. The power limit $P_{\text{max}}$ for each phase line was defined as 80kW. The maximum apparent power $s_{\text{max}}^i$ for $i^{th}$ EV was set to 4kW, and the maximum active charge rate $c_{\text{max}}^i$ was set to 3.7kW. Thus, the maximum reactive charge rate $r_{\text{max}}^i$ was
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Fig. 4.2 Schematic diagram of the distribution network.

calculated as 1.52kvar, which corresponds to a maximum of 6.6A quadrature component of charging current under a nominal single phase voltage of 230V. The battery capacity for each EV was assumed to be 20kWh and the initial energy required by each EV was normally distributed with a mean of 10kWh and a standard deviation of 1.5kWh. EV arrival times were also based on a normal time distribution with mean 6pm and a standard deviation of 1 hour, and EVs left between 7am and 10am with the following time distribution: 7am-8am (21%), 8am-9am (47%) and 9am-10am (32%) based on [36]. These consumption patterns are consistent with the assumptions made in Section 3.7.

4.2.5 Results and Discussion

To demonstrate the algorithm, a simple Matlab based simulation was devised. In this simulation 10 EVs are connected to each phase and each was given a random initial charge rate. The maximum number of sample steps was set to 100. In this example, we assume that EVs only sought to balance the active power flow on each phase. At the initial time step, the total measured power flow on each phase was 50kW, 40kW and 60kW in phases 1, 2 and 3, respectively, and the maximum active charge rate for each EV was 4kW. The simulation was run and the results are given in Figures 4.3-4.6.

The results show that the EVs on each phase coordinate their actions and achieve consensus on their charge rates within 50 time steps. By adjusting $\eta$, the convergence speed can be made faster, as illustrated in Figure 4.4. On the other hand, it is also shown that improper selection of $\mu$, can result in instability, as illustrated in Figure 4.6. Therefore, a suitable choice of both parameters is essential to maintain stable and fast control of the system [94].
Fig. 4.3 Active charge rates for EVs connected to phase one with $\eta = 0.5$ and $\mu = 0.01$.

Fig. 4.4 Active charge rates for EVs connected to phase one with $\eta = 0.8$ and $\mu = 0.01$. 
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Fig. 4.5 Total power consumptions on each phase compared with desired result with $\eta = 0.5$ and $\mu = 0.01$.

Fig. 4.6 Active charge rates for EVs connected to phase one with $\eta = 0.5$ and $\mu = 0.2$. 

Fig. 4.7 Active power consumption on each phase with distributed consensus algorithm.

Fig. 4.8 Reactive power consumption on each phase with distributed consensus algorithm.
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Fig. 4.9 Comparison of current balance factor

Fig. 4.10 Comparison of neutral current magnitude
The results for the power system simulations are illustrated in Figures 4.7-4.10. It can be seen in Figures 4.7 and 4.8 that by using the distributed consensus technique both active power and reactive power consumptions were balanced on each phase. The active power flow is well balanced until around 10pm, when most of the EVs have finished charging. The reactive power remains balanced while most of the EVs remain plugged in. As a result, the neutral current and current unbalance factor were minimised during EV charging times (the SCUF is almost zero in this case). While the EVs are connected both the active and reactive powers are well balanced as desired across the 3 phases. This is dependent on there being critical levels of EVs in place on the grid. Outside of the times when there are critical levels of EV penetration on the grid, it may not be possible to provide active power phase balancing using the available EVs alone. Thus, it may also be necessary to have other sources which could provide this ancillary service.

4.3 Optimal V2G Power Dispatch

4.3.1 Model and Algorithm

In this section we consider a scenario in which a number of EVs are plugged-in in a large parking lot (e.g., a parking lot in a city airport) in a microgrid. Some of these EVs decide to participate in a V2G programme: during their parking period, they can be discharged/recharged within some given limits in order to improve the economic operation of the grid. The EVs participate on the basis of getting a financial reward. The discharge should thus occur in a fair way to avoid having some EVs getting more money than others.

The EVs are coordinated by an EV aggregator in the microgrid. In this scenario, the optimal power discharge rate is computed by taking into account economic factors and some Quality of Service (QoS) to customers. We assume that the grid will charge the EV batteries with excess energy produced from renewable sources in the microgrid. This implies that in the future, when needed, the grid will consider the possibility of taking energy from EVs back to the grid if the load exceeds the energy currently produced from renewables (e.g., peak-time hours). Without EVs connected, the grid would have to use the power generated from conventional sources, thus incurring high generation costs (e.g., fuel consumption costs) and increased harmful pollution (e.g., CO and NO\textsubscript{X}). Thus, the economic benefit of using EVs relies on recovering energy from the EVs rather than producing new energy from conventional plant. The QoS aspect of the utility functions takes into account the concerns of EV owners with regard to having a reduced mobility range if too much energy is taken from their EV batteries.
We mathematically formulate the previous problem as follows. Let \( N \) denote the maximum number of EVs participating into the scheme. Define the set \( N := \{1, 2, ..., N\} \) as the index set for all EVs and the set \( \Phi(k) \) as the index set for the EVs available at time \( k \), i.e., the EVs with enough SOC to participate in discharge cycles in the scheme. Let \( |\Phi(k)| \) denote the number of elements in the set \( \Phi(k) \). Let \( c_i(k) \) denote the discharge rate of the \( i^{th} \) EV in set \( N \). Further, let \( c_{i_{\text{max}}} \) represent the maximum discharge rate that can be injected to the grid. Both values are assumed to be positive in the V2G mode. The corresponding discharge rate vector for all EVs at time \( k \) is defined as \( c(k)^T := [c_1(k), c_2(k), ..., c_N(k)] \).

Each EV connects to the grid during a certain time slot, which is represented by the range \([a_i, b_i]\). Due to technical diversity of batteries and chargers, each EV may have a different battery capacity (kWh) and a different energy transferring efficiency. The parameters for both factors are denoted as \( B_i \) and \( \eta_i \) respectively. Furthermore, to protect the EVs from over-discharging, the minimum SOC for the \( i^{th} \) EV is defined as \( \text{SOC}_{i_{\min}} \). This parameter defines the drop out criteria for the EV. Thus, if \( \text{SOC}_i(k) \leq \text{SOC}_{i_{\min}} \), then \( c_i(k) = 0 \). Finally, given the initial V2G regulation time \( k_0 \), the SOC for the \( i^{th} \) EV at time \( k \) is given by:

\[
\text{SOC}_i(k) = \text{SOC}_i(k_0) - \sum_{j=k_0}^{k-1} \frac{c_i(j) \cdot \Delta T}{B_i}, \quad \forall i \in N
\]  

\[
(4.15)
\]

### 4.3.2 Utility Functions

In addition to the basic model parameters, each EV \( i \) is also associated with a utility function \( f_i: \mathbb{R} \to \mathbb{R} \), which models both economic and QoS factors associated with the energy delivered from the \( i^{th} \) EV. This function will be modelled as a convex function arising from combining the two terms. In addition, we will denote the first derivative of the utility function \( f_i \) as \( f'_i \).

Now we model the utility functions in detail. As already mentioned, each function \( f_i \) is composed of two different terms that take into account the economic and the QoS aspects, respectively. A diagram is illustrated in Figure 4.11 demonstrating the basic function relation of both terms related to the EV discharge rate.

Note that in Figure 4.11 the notation \( f_e \) and \( f_q \) refer to the economic term and the inconvenience term of discharge rate (i.e., \( c_i(k) \)) respectively. The maximum discharge rate is assumed to be 4kW corresponding to the parameter \( c_{i_{\text{max}}} \) in the model. According to this diagram, the economic term \( f_e \) implies that the less energy delivered from EVs, the greater expense for the grid due to the need to employ more expensive power generation, e.g., conventional power plants. In fact, power generation costs in the literature are typically modelled as a quadratic function of the energy produced in a unit of time [7, 207]. On the
other hand, the inconvenience term $f_q$ indicates that the more energy delivered from EVs, the greater the inconvenience for EV owners. With this idea, we approximately model the overall utility function taking account of both terms as a quadratic function. Considering the variation in the inconvenience term among users, we perturbed each function with a factor according to the SOC of each EV. To this end, the overall expression of the utility function of the $i^{th}$ EV is modelled as follows:

$$f_i(c_i(k)) = f^q_i(c_i(k)) + f^e_i(c_i(k)) = \alpha_i \cdot c_i(k)^2 + \beta_i \cdot c_i(k)$$

$$+ \left[1 - (SOC_i(k_0) - SOC^i_{\text{min}})\right] \cdot c_i(k) + \gamma_i, \forall i \in \Phi(k).$$

(4.16)

Comment: In (4.16), parameters $\alpha_i$, $\beta_i$ and $\gamma_i$ refer to the pricing function adopted by the grid to give revenues to the EVs participating to the programme. Each perturbed function $f_i$ is associated with an increasing affine function with positive parameter $\left[1 - (SOC_i(k_0) - SOC^i_{\text{min}})\right]$. Thus, the closer an EV is to its safety level of energy $SOC^i_{\text{min}}$ required to get back home, the greater the inconvenience to the owner. In practice, the EV owners can indicate a bigger $SOC^i_{\text{min}}$ than the one truly needed, if they are particularly anxious to have enough energy for their next journey. In addition, they can always set the parameter $SOC^i_{\text{min}}$ to 1 to be automatically excluded from the V2G programme.
Now the overall optimisation problem can be defined as follows:

\[
\begin{align*}
\min_{c(k)} & \quad \sum_{i \in \Phi(k)} f_i(c_i(k)) \\
\text{subject to:} & \quad \begin{cases}
    c_i(k) = c_j(k), & \forall i \neq j \in \Phi(k) \\
    0 \leq c_i(k) \leq c_{\text{max}}^i \\
    SOC_{\text{min}}^i \leq SOC_i(k) \leq 1
\end{cases}
\end{align*}
\]

(4.17)

### 4.3.3 Optimal Solution

In this section, we show how to apply the previous results in Chapter 2 to solve a class of optimisation problem\(^1\) similar to the form of (4.17).

For a general model setup, we consider a scenario in which there are \(N\) vehicles connected in a network through communication links and let \(N\) denote the set \(\{1, 2, ..., N\}\) for indexing the vehicles. We assume that each vehicle is able to receive/transmit messages from/to either nearby vehicles or available centralised infrastructure (e.g. base station). We assume that each vehicle can communicate a limited amount of information with the infrastructure, and that the infrastructure can broadcast information to the entire network of vehicles, and each vehicle can send a broadcast signal to its neighbours.

\[^1\]The proposed solution presented in this section can also be used to solve other similar problems in different scenarios (e.g. intelligent transportation scenarios in Chapters 6 and 7).
The problem we wish to solve is to find an optimal consensus point satisfying $x^* = y^*e$ such that the following optimisation problem is solved:

$$\min_{x \in \mathbb{R}^N} \sum_{i=1}^{N} f_i(x_i)$$

subject to: $x_i = x_j, \forall i \neq j \in \mathbb{N}$.  \hfill (4.18)

We wish to use an iterative feedback scheme of the form (2.22) to solve the optimisation problem (4.18). We will require that (4.18) has a unique solution and derive the specific form for function $G$ in (2.22) from first order optimality conditions. To this end, it follows from elementary optimisation theory that when the $f_i$’s are strictly convex, the optimisation problem (4.18) will be solved if and only if there exists a unique $y^* \in \mathbb{R}$ satisfying

$$\sum_{i=1}^{N} f_i'(y^*) = 0,$$  \hfill (4.19)

where $f'$ denotes the first derivative of the utility function $f$. With this in mind we apply a feedback signal

$$G(x) = -\mu \sum_{i=1}^{N} f_i'(x_i)$$  \hfill (4.20)

where $\mu \in \mathbb{R}$ is a parameter to be determined. This gives rise to the following dynamical system

$$x(k+1) = P(k)x(k) - \mu \sum_{i=1}^{N} f_i'(x_i(k))e$$  \hfill (4.21)

where we assume that the sequence $\{P(k)\}_{k \in \mathbb{N}}$ satisfies the conditions of uniform strong ergodicity as specified in Section 2.2, and recalling that $e \in \mathbb{R}^N$ is a vector with all entries equal to 1. As we assume that the $f_i$ are strictly convex, their derivatives are strictly increasing. We assume that each $f_i'$ has a strictly positive and bounded growth, i.e., there exist constants $d_{\min}^i$ and $d_{\max}^i$; such that for any $a \neq b$

$$0 < d_{\min}^i \leq \frac{f_i'(a) - f_i'(b)}{a - b} \leq d_{\max}^i, \quad \forall i \in \mathbb{N}.$$  \hfill (4.22)

We claim that provided $\mu$ is chosen according to

$$0 < \mu < 2 \left( \sum_{i=1}^{N} d_{\max}^i \right)^{-1}$$  \hfill (4.23)
then (4.21) is uniformly globally asymptotically stable at the unique optimal point $x^*e$ of the optimisation problem (4.18). First, we consider the scalar system of (4.21) which is given by

$$y(k + 1) = y(k) - \mu \sum_{i=1}^{N} f'_i(y(k)).$$

Note first that the fixed point condition for (4.24) is $\sum_{i=1}^{N} f'_i(y^*) = 0$. So that a fixed point $y^*$ of (4.24), gives rise, by Lemma 1 to a fixed point of (4.21), which satisfies the necessary and sufficient conditions for optimality (4.19). Now, we wish to use Theorem 6 to show global asymptotic stability. To this end, we need to verify the system (4.21) satisfies all the conditions required in Theorem 6. The condition (4.23) ensures in fact that the right hand side of (4.24) is in fact a strict contraction on $\mathbb{R}$. It follows from our comments after Lemma 5 that the assumption (ii) of Lemma 5 is satisfied. To show the Lipschitz condition (i) note that by (4.22) each $f'_i$ is globally Lipschitz. As the coordinate functions are globally Lipschitz and sums of globally Lipschitz functions retain that property we obtain condition (ii).

For completeness, we formally state the above arguments as a theorem. In Theorem 9, we refer to a one-dimensional Lure system (2.23) associated to (2.22). The Lure system is used to demonstrate the stability of system (2.22).

**Theorem 9 ([94, 115])** Consider the optimisation problem (4.18), the optimisation algorithm (2.22), and the associated Lure system (2.23). If $G$ is defined by (4.20) and the condition (4.23) holds, then the following assertions hold:

(i) There exists a unique, globally asymptotically stable fixed point $y^* \in \mathbb{R}$ of the Lure system (2.23).

(ii) The fixed point $y^*$ of (i) satisfies the optimality condition (4.19) and thus $y^*e \in \mathbb{R}^N$ is the unique optimal point for the optimisation problem (4.18).

(iii) If, in addition, $\{P(k)\}_{k \in \mathbb{N}} \subset \mathbb{R}^{N \times N}$ is a strongly ergodic sequence of row-stochastic matrices, then $y^*e$ is a globally asymptotically stable fixed point for system (2.22).

### 4.3.4 Optimal Decentralised Consensus Algorithm for V2G

We now describe an optimal decentralised consensus (ODC) algorithm that is consistent with Theorem 9 and applies to the practical scenario of interest. The Algorithm 6 follows from the principles defined in Theorem 9 and takes into account practical grid constraints.
For practical implementations of the algorithm, we assume that each EV is able to receive/transmit messages from/to either nearby EVs or available infrastructure (e.g., a base station provided by the aggregator) via a specific communication device (e.g., a mobile phone with access to WiFi/3G networks) facilitated on the EV. In addition, we assume that each EV $i$ can communicate $f'_i(c_i(k))$ with the infrastructure at every time step $k$, and that the infrastructure can broadcast the feedback signal $\sum_{j \in \Phi(k)} f'_j(c_j(k))$ to the entire network of EVs, and each EV $i$ can send a broadcast signal $c_i(k)$ to its nearby EVs at every time step $k$.

In Algorithm 6, $N^i_k$ represents the set of neighbours of the $i$th EV at time $k$, satisfying $N^i_k \subset \Phi(k)$, which can send their discharge rate signals to the $i$th EV. We assume that the communications among EVs subject to a variety of distributions such that the corresponding graphs for EV connections are time-varying. However, we require that the communication graphs for EVs are strongly connected at most time instances. Note that this assumption holds if there are sufficient EVs parking in a given area in the airport. To this end, we adopt the same definition of $P(k)$ as specified in (4.13) for modelling the time-varying communication topology of the connected EVs. For convergence of the algorithm, the parameter $\mu$ is chosen in the range defined in (4.23) and $\eta_i$ is chosen in $(0, \frac{1}{N-1})$.

### 4.3.5 Simulations

To evaluate the performance of the proposed ODC algorithm in a realistic microgrid scenario, a specific microgrid model was constructed through the OpenDSS simulation platform. A schematic diagram is illustrated in Figure 4.14 to demonstrate the structure of the microgrid.

The power topology diagram of this microgrid is shown in Figure 4.13. In the simulation, we assumed that several Distributed Generators (DGs) were installed in the Medium-Voltage (MV) network with voltage level equal to 10kV. This network included three wind plants, two Photovoltaic (PV) plants and one Combined Heat and Power (CHP) plant. The DGs associated with the V2G power inverted from EV batteries are connected through three phase 400V/10kV step-up transformers to the MV network. The DGs were modelled as constant P-Q generators with the same power factor (i.e., 1.0) to generate pure active power for the loads. The capacity of the wind plants, the PV plants and the CHP were chosen as 600kW, 184kW and 800kW. The maximum wind power output for each wind DG was randomly chosen from real wind turbine data according to [141]. In addition, the maximum solar power generation profile of each PV was computed according to a quadratic function with non-zero values from 6am to 6pm, randomly perturbed to simulate cloud disturbances, as in [4]. We assumed that total demand in the microgrid was composed of 20 basic loads.
Algorithm 6 Optimal Decentralised Consensus algorithm for V2G

1: for $k = k_0, k_0 + 1, k_0 + 2, \ldots$ do
2:     if $k = k_0$ then
3:         Initialise $c(k) = 0$
4:     else
5:         Determine the set of available EVs $\Phi(k)$
6:         Each EV $i$ evaluates $f_i'(c_i(k))$
7:     end if
8:     for each $i \in N$ do
9:         if $a_i \leq k < b_i$ then
10:            if $SOC_i(k) \leq SOC_{i_{\min}}$ then
11:               $\Phi(k) \leftarrow \Phi(k - 1) - \{i\}$
12:               $c_i(k) = 0$
13:            else
14:               $\Phi(k) \leftarrow \Phi(k - 1) + \{i\}$
15:            end if
16:        else
17:            $\Phi(k) \leftarrow \Phi(k - 1) - \{i\}$
18:            $c_i(k) = 0$
19:        end if
20:     end for
21:     for each $i \in \Phi(k)$ do
22:         Get $c_j(k - 1)$ from all neighbours $j \in N_{k-1}^i$.
23:         Get $\tilde{F}(k - 1) = \sum_{j \in \Phi(k)} f_j'(c_j(k - 1))$ from the base station.
24:         Do $q_i(k - 1) = \eta_i \sum_{j \in N_{k-1}^i} \left(c_j(k - 1) - c_i(k - 1)\right)$.
25:         Do $c_i(k) = \min \left(c_{i_{\max}}, c_i(k - 1) + q_i(k - 1) - \mu \cdot \tilde{F}(k - 1)\right)$
26:     end for
27: end for
28: end if
29: end for
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Fig. 4.13 Power topology of the microgrid network

Fig. 4.14 Schematic diagram of the microgrid
connected randomly in the load area, each of which had the nominal power consumption of 100kW. The load profiles were randomly chosen for a period of 24 hours according to [165].

Although microgrids can be also operated in island mode, we assumed in our example that it could still exchange a bidirectional power flow with the external grid supplier, if needed. The V2G programme is activated when the EMS sends the signal to the aggregator that power dispatch from the EVs is required. As long as the signal is not received, the EVs are idle or charged and used as a virtual battery storage device. Finally, we assumed that the CHP is used to balance the power management within the microgrid, if required.

### 4.3.6 Results and Discussion

We assumed that at the beginning of the simulation, 50 EVs are participating in the V2G scheme. Then, we simulated the arrival process of new EVs as a stochastic process where every minute a new EV arrives with probability 5% until the airport car park is full. The EVs arrive with an initial random SOC greater than 10%, and with a desired $SOC_{\text{min}}$, which corresponds to the minimum level of the battery that is strictly required to return home from the airport at the end of the journey. If $SOC_{\text{min}}$ is smaller or equal to the initial SOC, the EV immediately starts participating in the V2G programme, and as illustrated in the algorithm, its SOC will never drop below $SOC_{\text{min}}$. If $SOC_{\text{min}}$ is greater than the initial SOC, then the grid treats the EV as a normal load, and only when the SOC reaches the level of $SOC_{\text{min}}$ does the EV start to participate in the V2G programme. We assumed that the efficiency parameter of the batteries was different for each EV, and varied it between 80% to 90% uniformly.

We assumed that the cost of generating power with the CHP was a quadratic function with parameters $\alpha = 2$, $\beta = -3$ and $\gamma = 8$. Then, we assumed that the grid would give revenues to the EVs according to another quadratic function with parameters $\alpha_i = 1$, $\beta_i = -5$ and $\gamma_i = 8$. With such values, it is always more cost effective for the grid to take energy from the EVs rather than from the CHP (though, obviously, other pricing functions could be chosen to obtain the same result). In addition, we set the iterative update time $\Delta T$ to 1 minute, which corresponds to the sampling rate of the base load, and the optimisation parameters $\eta_i$ and $\mu$ were set to 0.001.

We now first illustrate the dynamics of the ODC algorithm and analyse the performance of the algorithm from the perspective of fair discharging of EV batteries. Then, we show the benefits for the microgrid of introducing the V2G regulation service by simulation studies.

**Comment:** Figure 4.15 illustrates the discharge rates of all available EVs during the V2G power dispatch. It can be seen that the discharge rates are approximately the same for all the EVs. To better appreciate such a result, we now use the fairness index introduced in [46],...
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Fig. 4.15 Discharge rates of the EVs with V2G in operation

Fig. 4.16 Fairness index of the ODC algorithm with V2G in operation
which is given by:

\[
FI(k) = \left( \sum_{i \in \Phi(k)} c_i(k) \right)^2 / |\Phi(k)| \cdot \sum_{i \in \Phi(k)} c_i(k)^2, \quad \forall k \in \{1, 2, \ldots, M\}
\]  

(4.25)

where \(|\Phi(k)|\) denotes the total number of elements in the set \(\Phi(k)\). Figure 4.16 shows that the V2G procedure is fair, apart for some transitory time intervals when a new EV starts participating in the scheme. However, fairness is restored in a very short time. The maximum power that can be generated by each of the DGs is depicted in Figure 4.17.

The power generated by the DGs is shown in Figure 4.18. In Figure 4.18, \(Totaldemand\) refers to the power required by the \(Baseload\) plus that required by the EVs that are being charged until they reach the required level \(SOC_{\text{min}}\). \(DG_{\text{max}}\) denotes the maximum power that can be generated by all DGs, \(DG_{\text{noCHP}}\) indicates the total maximum power generation by all DGs without considering the CHP, which corresponds to the power generated by renewable sources, and \(DG_{\text{noCHP}} + V2G\) corresponds to the power generated by renewable sources plus that stored in EVs. In practice, when the total power generated by renewables sources is smaller than the base load, then the EVs with high SOC are discharged. Vice versa, when the total power generated by renewables sources is greater than the base load, then the EVs participating to the V2G programme are recharged.

The economic benefits for all stakeholders participating in the V2G scheme are illustrated in Figures 4.19-4.22. The economic benefits for EV owners are demonstrated in Figures 4.19-4.20. Further, it is shown clearly from Figures 4.21-4.22 that both the grid company and EV owners benefit from adopting the proposed V2G scheme (Note: the “magnitude” on the y-axis of these figures only illustrates numerical results (i.e. dimensionless) under specified setup for comparison purposes). Hence, both stakeholders are incentivised to participate in the V2G scheme resulting in better utilisation of EVs and renewable energy sources.
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Fig. 4.17 Power generation profiles of DGs

Fig. 4.18 Comparison of demand and power generation with V2G and EV loads
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Fig. 4.19 Accumulative economical benefits for each EV in the scheme

Fig. 4.20 Accumulative economical benefits for all EVs in the scheme
Fig. 4.21 Economical benefits for the grid at each time slot

Fig. 4.22 Accumulative economical benefits for the grid
4.4 Conclusions

In this chapter we have shown that by harnessing the power of V2G technologies, groups of EVs can be used to provide effective ancillary services to the grid. Specifically, we investigate two V2G applications in different scenarios.

In the first scenario, we applied a recently proposed distributed consensus algorithm in [94] to a group of EVs to design an EV charging strategy which minimises the current imbalance on a three phase distribution network. Matlab simulations were presented to illustrate the consensus characteristics and rate of convergence of the algorithm. Realistic power system simulations were implemented on a dedicated testbed to demonstrate the effectiveness of the algorithm in terms of the reductions in power losses and current imbalance.

In the second scenario, we applied an optimal decentralised consensus algorithm to design a fair V2G programme. In this programme, a microgrid stores the surplus energy generated by renewable sources in EV batteries, and takes it back when needed. The optimality of the V2G strategy is with respect to utility functions that contain an economic term (the more energy taken from the EVs, the better for the grid), and a QoS term (the energy taken from the EV batteries must be limited to avoid getting close to the minimum level of SOC required to complete the journey home when the owner takes his/her EV). Then, we formulated the fair power dispatch problem of EVs as an optimisation problem with consensus constraints.

The chapter also derived a specific form of function $G$ in system (2.22) based on first order optimality conditions and demonstrated that such a system can be used to solve a class of optimisation problem with consensus constraints. We further applied this result to solve our specific optimisation problem by including realistic grid constraints and we illustrated the resulting optimal decentralised consensus algorithm. To evaluate this strategy, we simulated the ODC algorithm on a Matlab/OpenDSS testbed, and demonstrated its performance both in terms of fairness and in terms of economic convenience for the grid.

As a conclusion, the overall objective in this chapter was to apply consensus based algorithms to solve two specific application problems by using V2G techniques. The consensus algorithm in the first application was used to regulate active and reactive power consumption on each phase of the grid network such that the current imbalance can be minimised. In contrast, in the second application, the consensus algorithm was applied in an optimisation framework, where the consensus of the algorithm refers to the “fairness” in terms of the amount of power dispatch from EVs. The optimality of the algorithm was achieved by adding a common feedback term to the basic consensus algorithm, and a specific form was later derived which guarantees the first order optimality condition. Finally, note that the proposed optimisation framework is useful to solve other problems in different scenarios as we shall see later in Chapters 6 and 7.
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Chapter 5

Optimal Algorithms for Energy Management

Abstract: In this chapter, we adapt the distributed AIMD algorithm to optimally share the power generation tasks for distributed energy resources in a microgrid scenario. This idea is further extended to incorporate thermal constraints for double power balancing requirements. The work in this chapter was undertaken in cooperation with Emanuele Crisostomi, Marco Raugi, and Robert Shorten, and published in [35, 106].

5.1 Introduction

One of the most interesting and challenging objectives of the smart grid is to enable situational awareness of the grid, and to allow for fast-acting changes in power production and power routing, thus altering the stream of electrical supply and demand on a moment-by-moment basis. However, balancing the energy demand and the energy offer is a challenging problem due to a number of effects, e.g., the uncertain demand and the energy that can be offered.

- **The uncertain demand.** This refers to the uncertain energy consumption of both industries and single users. Many authors have addressed this problem using techniques from machine learning and time series analysis in an attempt to accurately forecast the power load [131, 132, 148, 193].

- **The uncertain energy offer.** As the penetration level of energy being produced from renewable sources is constantly increasing, the availability of energy is highly affected by weather conditions (i.e., availability of sun/wind). More accurate weather forecast services, together with an extensive use of storage systems, are currently used to mitigate such uncertainties [206].
In addition, such an ambitious objective (i.e. real-time power balancing) also poses difficult issues for the Energy Management System (EMS) of the power network in terms of communication and control. In fact, in order to optimally share the power generation task among the DERs, the EMS is required to solve an optimal scheduling problem at fixed time steps, typically chosen between 5 and 30 minutes. To solve this problem, it is usually necessary to apply a centralised based optimisation to determine the optimal solution at every fixed time step. However, this centralised solution has the main drawback of a significant communication overhead, as every single DER must communicate to the EMS how much power can be provided. Then, the EMS must gather all this information, and the energy needed by all users, to solve an optimisation problem, and communicate back to each DER its correct allocation of energy. See for instance [4, 149, 150] for examples of this approach to optimal power scheduling. In the future, when considering a larger energy system framework with heating devices (e.g. CHPs), the communication and control of power generation will become even more difficult since the amount of electrical power generation is associated with the amount of thermal power generation.

To overcome these issues, some authors have designed day-ahead thermal and electrical scheduling algorithms for large-scale VPPs (LSVPPs) [62, 101, 159] where the day-ahead unit commitment problem is solved in a distributed fashion. In [194] the day-ahead solution is then corrected in a centralised framework, considering latest available measurements. In fact, in the afternoon prior to the scheduled energy delivery, the hourly prices for the following day (set by electricity spot markets) are already known, and at the same time, quite accurate weather and load forecasts are also available [62]. This approach is for the most part effective. However, it does not consider real-time information, such as the error between the available power and that predicted on the basis of weather forecast, that could be important to fully exploit renewable resources. In addition, this solution is not robust, and problems in the EMS will have consequences for the entire network in terms of grid stability. Therefore, it is desirable to design an algorithm that automatically shares the power generation tasks among the available DERs satisfying the energy demand and to reduce the increasing requirements in terms of communication overhead and complex control of the conventional EMS.

In the last chapter, we investigated the optimal V2G power dispatch of EVs in a low-voltage microgrid using the proposed optimised distributed consensus algorithm. The idea of this distributed algorithm arises from the convergence and optimality of the dynamical system introduced in Chapters 2 and 4. In this chapter, we consider the optimal power dispatch problem of DGs in a VPP scenario. We show that by adapting an AIMD algorithm [33, 189], which has been introduced in Section 3.3.2, a cost utility function of interest can be minimised in a distributed manner. To show the efficacy of the algorithm, we implement
the proposed strategies in a realistic power network simulation with a few DERs and a total load of the order of a few MW. With these results we show that the achievable performance is very close to the full communication centralised case. In addition, we also demonstrate that the idea of the algorithm can be further extended to include thermal balancing requirements and provide supporting simulation studies.

The remainder of this chapter is organised as follows. Section 5.2 describes the power generation problem and the financial cost function of a microgrid. Section 5.3 reviews the basic AIMD algorithm and explains how it can be adapted to minimise power generation costs in a distributed manner. In the same section we also explain how the proposed algorithm can be adapted to optimise both thermal and electrical scheduling. Section 5.4 introduces the simulation setup using a Matlab/OpenDSS environment, and compares the performance of the proposed algorithm with that of a fully centralised solution in two scenarios, i.e., one scenario considers the electrical scheduling and the other considers the scheduling for both electrical and thermal power generation. Finally, Section 5.5 concludes the chapter.

5.2 Problem Statement and Preliminaries

We consider the scenario depicted in Figure 5.1, and assume that at a given time $k$, each one of $N$ DERs provides an amount of power denoted as $p_i(k)$, where the index $i$ refers to the $i^{th}$ DER. In addition, we define the set $\mathbb{N} := \{1, 2, \ldots, N\}$ for indexing all DERs. Our main

Fig. 5.1 DERs (on the left) must provide enough energy to satisfy the demand coming from the users (e.g., from industries and residential areas).
assumption is that at every time step $k$, the overall set of DERs is always able to provide the total power $d(k)$ required by the users. Therefore, the EMS has the ability to choose which of the DERs will be used, and in which proportion, to provide the requested power.

**Remark:** Note that the assumption that the power requested by the users is smaller or equal to the capacity of the DERs is not a strong assumption. In fact, if this is not true, then the EMS can either take more energy from storage systems, or buy it from other VPPs or from the external grid. It may also decide to disconnect some of the loads, thus reducing the demanded power. After completing any of the previous actions, the condition that the energy produced by the DERs is enough to satisfy the (residual) demand holds. Many papers in the literature have tackled the problem of which of these actions is more convenient from the EMS point of view; see for instance [4], [149] and [150] that propose optimal scheduling solutions. However, this problem is not of interest here. In this work it is more convenient to simply assume that the demand is smaller than the power deliverable from the DERs; otherwise, the load is provided in a best effort fashion.

As the DERs provide more or equal power than is required by the users, the purpose of this chapter is to automatically allocate power generation tasks among DERs in a decentralised manner such that some utility function of interest is minimised; namely, the financial cost associated with power generation.

### 5.2.1 Utility Minimisation

In principle, the EMS has many ways of sharing the power demand among the available DERs. We are interested in the power share that minimises the financial cost of producing the desired power. To solve this problem, we associate each DER with a quadratic utility function, as is common in the VPP literature, see [20] and [149].

$$C(P_g) = a \cdot P_g^2 + b \cdot P_g + c,$$

where $C$ is the hourly cost in Currency Unit (C.U.) per hour, $P_g$ is the generated power in MW, and $a$, $b$ and $c$ are coefficients of appropriate measurement unit that depend on the technology of the power plant (e.g., fuel cost, efficiency, etc). In particular, $b$ includes operation and maintenance costs (O&M) costs, and fuel and carbon costs, which are usually expressed in €/MWh (or in /kWh). The coefficient $c$ takes into account the expenses that are incurred even if no energy is produced at all. Quadratic cost functions have been used in many references in the literature, see for instance the classic reference [151], or the more recent references...
[20] and [149] in the context of VPPs. Due to the fact that the coefficients \(a\) are usually quite small, and because of the difficulty of handling nonlinear (though quadratic) cost functions, many authors in the literature simply neglect the quadratic term, and use affine functions in the optimisation; see for instance [4]. Also note that in the literature it is very simple to find databases containing values of coefficients \(b\) and \(c\) for several examples of DERs all over the world, for the computation of the Levelised Costs of Electricity (LCOE) [180].

In this work we use the complete quadratic cost function (5.1) to minimise total financial costs of the DERs. Note that the quadratic cost functions can also be used to model an environmentally friendly utility function (e.g., \(CO_2\) or \(SO_2\) emissions in terms of active power generation of a traditional power plant) to stimulate the penetration of renewables [41, 63]. However, the study can be extended for minimisation of other convex utility functions of interest, which is the subject of our current work.

### 5.3 AIMD based Utility Optimisation Algorithms

The problems that we described are very close to those encountered in Internet congestion control. In Internet congestion control, one tries to allocate bandwidth such that certain objectives are realised [186]. A wide variety of work has been published in this area and it can be shown that TCP Reno and TCP Vegas both correspond to different utility maximisation solutions [186]. In AIMD an individual agent (e.g., a computer sending packets) gently increases its transmission rate, during the Additive Increase (AI) phase, until a packet loss signal is received. This is called a congestion event, and indicates that the sum of individual bandwidths has exceeded the total capacity. Upon detecting congestion, the agents instantaneously decrease their transmission rate in a multiplicative fashion. This is the Multiplicative Decrease (MD) phase of the algorithm [28].

Note that the congestion control problem in the Internet exhibits similar characteristics to the power generation scenario considered here. The quantities of interest are positive (bandwidth/power), locally bounded (local maximum transmission rate/available power), the available capacity/required energy may vary over time, and the system of interconnected agents (Internet/Smart Grid) is very large scale. We refer the reader to Section 3.3.2 for the application of AIMD algorithms in an EV charging context and references [28, 33, 34, 177, 178] for a detailed discussion on convergence properties of the AIMD algorithms.
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5.3.1 AIMD

In this section we recall the basic AIMD algorithm introduced in Section 3.3.2 and adapt the AIMD algorithm to the new scenario of interest here.

**Algorithm 7 Basic AIMD Algorithm \((p_i)\)**

\[
p_i(0) = p_{i0}
\]

**while** simulation not ended **do**

\[
\text{if} \quad \sum_{i=1}^{N} p_i(k) < d(k) \quad \text{then}
\]

\[
p_i(k+1) = \min(p_i(k) + \alpha_i, \overline{p}_i(k)), \quad \forall i \in \mathbb{N} \text{ (AI)}
\]

**else**

\[
p_i(k+1) = \max(\beta_i p_i(k), p_i(k)), \quad \forall i \in \mathbb{N} \text{ (MD)}
\]

**end if**

\[
k = k + 1
\]

**end while**

In Algorithm 7, the parameter \(\alpha_i\) is the positive additive parameter associated with the additive increase phase of the algorithm (AI) (expressed in kW or MW), and \(0 < \beta_i \leq 1\) is the multiplicative parameter used in the decrease phase (MD). The quantities \(p_i(k)\) and \(\overline{p}_i(k)\) denote the minimum and maximum bound on the power respectively. \(p_i(k)\) represents the real power output from the \(i^{th}\) DER at time \(k\). In fact, the values of \(p_i\) cannot take arbitrary values due to: (i) the limited sizes of the DERs; (ii) the availability of renewables (sun/wind); (iii) the power network constraints (e.g., transformer tap settings, security constraints, minimum voltages at load buses and transmission lines); and (iv) due to the physical constraints on the DER ramp rate. Note also that such bounds are time varying.

**Remark:** The main feature that makes the AIMD algorithm particularly convenient to apply in large-scale systems, is that the algorithm can be easily implemented in a truly distributed manner. In fact, Algorithm 7 only requires the EMS to send a “congestion notification” to the DERs when the produced power equals the demanded power, which can be coded in a single bit of information. In the context of power balancing, such a notification will be denoted as balancing notification in the remainder of the chapter. This implies that the DERs do not have to exchange information among themselves, do not have to communicate the available sun/wind to the EMS, and also do not even have to communicate when they stop or start contributing to the power generation task. Furthermore, the EMS itself does not have to communicate to the DERs how much power they must provide. Note that in Algorithm 1 (Section 3.3.2) the MD phase consists of two multiplicative parameters selected randomly where in Algorithm 7 only one multiplicative parameter is chosen. Having two (or more)
multiplicative parameters gives more flexibility for implementation of the AIMD algorithm. For instance, in the EV charging scenario, one could design a larger multiplicative parameter to increase power utilisation and a smaller multiplicative parameter to reduce the number of congestions events. For the applications considered in this chapter, the more complex multi-parameter implementation of the algorithm is not required.

In order to illustrate in a simple fashion the mechanism of the basic AIMD algorithm (Algorithm 7), Figures 5.2 to 5.5 illustrate the output of the algorithm in a simple toy example, which corresponds to the VPP scenario investigated in [4]. Therefore, we assume that three DERs are available: a PV plant; a wind plant; and a CHP. It is assumed that the PV plant has a net capacity of 6 MW and a capacity factor of 6%; the wind plant has a net capacity of 45 MW and a capacity factor of 27%; the CHP plant has a net electrical capacity of 40 MW and a capacity factor of 85%. We assume that all DERs have the same $\alpha_i$ and $\beta_i$ parameters equal to 0.01 MW and 0.95 respectively. Figure 5.2 illustrates the case without constraints (i.e., without even considering the sizes of the power plants), when the power demand is constant and equal to 35 MW. Note that in this case AIMD gives rise to the fair solution where each single DER produces exactly the same quantity of energy. When the smaller sizes of the renewable energy sources, together with renewable availability (e.g., no sun at night time) are introduced, the AIMD solution provides completely different results as depicted in Figure 5.3. The case study scenario is further complicated, if a more realistic non-constant power demand is associated. The corresponding results are shown in Figure 5.4 (the time-varying demanded power profile is taken again from [4]). In the same scenario, Figure 5.5 compares the associated power demand and power generation. Note that power generated by the individual DER is now summed, and, as expected, demand and offer are perfectly balanced.

**Remark:** Algorithm 7 illustrated in this section gives rise to saw-tooth signals. Note that not all equipment may be capable of handling such signals. Thus, typical methods that are already used to handle oscillating power generated from renewable sources might be required (e.g., PI-smoothing of the output power, pre-filtering of the AIMD signal, use of batteries for primary frequency and voltage control).

### 5.3.2 Utility Optimisation via Synchronised AIMD

The basic AIMD algorithm is designed to share the required energy among the available DERs in some manner. For instance, if there were no constraints, then each DER would provide the same quantity of energy as illustrated in Figure 5.2. In this section we show
that by appropriately modifying the basic AIMD algorithm, it is possible to minimise the financial cost of generating the required power, according to the cost functions introduced in Section 5.2.1. Similar work in this direction can be found in [34, 84, 189]. The optimisation problem can be formally stated as

\[
\min_{p_i(k)} \sum_{i=1}^{N} f_i(p_i(k))
\]

subject to:

\[
\sum_{i=1}^{N} p_i(k) = d(k)
\]

i.e., at every time step \(k\) we want to find the combination of \(p_i(k)\) such that the generated power is equal to the requested power, and it minimises the sum of the cost functions. Further, we assume that the optimal solution of \(p_i(k)\) is in the interior of the polytope, constructed by the constraints, as a feasible region [16]. Each utility function has the form \(f_i(p_i(k)) = a_i \cdot p_i(k)^2 + b_i \cdot p_i(k) + c_i\), as was described in Section 5.2.1. Note that in this section we do not consider the constraints on the single \(p_i(k)\), as the AIMD algorithm will automatically satisfy them as described in Section 5.3.1. This minimisation problem can then
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Fig. 5.3 Constraints on the plant sizes and availability of solar / wind.

Fig. 5.4 A typical non-constant energy requirement.
be conveniently solved at each time step $k$ with the aid of Lagrange multipliers. With this in mind, the optimal solution $p_i^*(k)$ can be obtained by solving the following equations:

$$\frac{\partial}{\partial p_i(k)} \left[ \sum_{i=1}^{N} f_i(p_i(k)) + \lambda(k) \left( d(k) - \sum_{i=1}^{N} p_i(k) \right) \right] = 0, \forall i \in \mathbb{N}$$

where $\lambda(k)$ represents the Lagrange multiplier for the linear constraint $\sum_{i=1}^{N} p_i(k) = d(k)$. By substituting $f_i(p_i(k)) = a_i \cdot p_i(k)^2 + b_i \cdot p_i(k) + c_i$, we obtain

$$p_i^*(k) = \frac{\lambda^*(k) - b_i}{2a_i},$$

subject to the linear constraint being satisfied, and where the uniqueness of the solution follows from the convexity of the quadratic functions. Note that the Karush-Kuhn-Tucker (KKT) conditions (5.3) are necessary for optimality [16]. By placing extra conditions (i.e., the convexity) on the utility functions they are also sufficient. Our approach is similar, but
we solve the minimisation problem by achieving consensus on the value of the function 
\[ \lambda_i(k) := \partial f_i(p_i(k))/\partial p_i(k), \] 
i.e., \( \lambda_i(k) = \lambda_j(k), \ For i, j \in N, \) subject to the linear constraint. 
Note that the consensus condition can be derived from (5.3). To this end, the basic AIMD 
algorithm can be adapted for utility optimisation purposes as follows:

**Algorithm 8** AIMD Utility Optimisation (\( \lambda_i \))

\[
p_i(0) = p_{i0} \\
\textbf{while} \ simulation \ not \ ended \ \textbf{do} \\
\quad \textbf{if} \ \sum_{i=1}^{n} p_i(k) < d(k) \ \textbf{then} \\
\quad \quad \lambda_i(k + 1) = \lambda_i(k) + \alpha, \ \forall i \in N (AI) \\
\quad \textbf{else} \\
\quad \quad \lambda_i(k + 1) = \beta \lambda_i(k), \ \forall i \in N (MD) \\
\quad \textbf{end if} \\
\quad k = k + 1 \\
\textbf{end while}
\]

In Algorithm 8, the multiplicative step is performed when the sum of delivered power 
exceeds the requested power. All DERs have the same parameters \( \alpha \) and \( \beta \), so called to 
denote that they refer to an AIMD algorithm applied to the variable \( \lambda \). Therefore, AIMD 
makes all \( \lambda_i \) converge to a unique value which is \( \lambda^* \). Note that each DER has to update its 
own variable \( \lambda_i \), and the only communication requirement is the balancing notification from 
the EMS.

### 5.3.3 Practical Implementation

The utility optimisation problem can be theoretically solved by simply running an AIMD 
consensus problem on \( \lambda_i \), as when all DERs have the same value of \( \lambda_i \), then this value 
has to be \( \lambda^* \). However, \( \lambda_i(k) = \partial f_i(p_i(k))/\partial p_i(k) \) is only an abstract quantity which, for 
the choice of utility functions considered here, is \( 2a_i p_i(k) + b_i \); it is not straightforward to 
compute how a DER can change its own value of \( \lambda_i(k) \) by adjusting its power generation, 
and also how to express the power constraints in terms of \( \lambda_i(k) \). Therefore, we now remap 
the AIMD algorithm in terms of \( p_i(k) \) instead of \( \lambda_i(k) \). By simply exploiting the fact that 
\( \lambda_i(k) = 2a_i p_i(k) + b_i \), we can rewrite Algorithm 8 as Algorithm 9.

Note that this algorithm provides the same solution as Algorithm 8 with parameters \( \alpha \) and \( \beta \), and is formally identical to Algorithm 7 when the parameters for each DER are 
defined as
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Algorithm 9 AIMD Utility Optimisation ($p_i$)

\[ p_i(0) = p_{i0} \]

\[ \text{while simulation not ended do} \]

\[ \text{if } \sum_{i=1}^{N} p_i(k) < d(k) \text{ then} \]

\[ p_i(k+1) = \min(p_i(k) + \frac{\alpha_i}{2a_i}, p_i(k)), \forall i \in N (\text{AI}) \]

\[ \text{else} \]

\[ p_i(k+1) = \max((\beta_{i} + b_i \frac{\beta_{i} - 1}{2a_i p_i(k)}) p_i(k)), \forall i \in N (\text{MD}) \]

\[ \text{end if} \]

\[ k = k + 1 \]

\[ \text{end while} \]

\[ \alpha_i = \frac{\alpha_{L}}{2a_i} \]

\[ \beta_i(k) = \beta_{L} + b_i \cdot \frac{\beta_{L} - 1}{2a_i p_i(k)}. \quad (5.6) \]

Algorithm 9 solves the utility optimisation problem, while retaining the convenient feature of AIMD that the only required communication is the notification of the balancing event, broadcasted by the EMS to all the DERs. The only required assumption is that each DER knows its own cost function (i.e., parameters $a_i$, $b_i$ and $c_i$ that associate their own generated power with the financial costs) as this information is needed to tune the personal AIMD parameters $\alpha_i$ and $\beta_i$.

5.3.4 Extensions for Thermal and Electrical Scheduling

In this section, we shall demonstrate how to extend the idea in Algorithm 9 to include thermal balancing requirements. To this end, we describe the optimisation problem and develop a full AIMD algorithm for solving the problem.

To be consistent with the previous sections, we still adopt quadratic utility functions for the total financial costs from DGs. However, the objective of the new AIMD algorithm is to compute the optimal instantaneous $p_{i}^{e}(k)$ and $p_{i}^{th}(k)$ (i.e. electrical and thermal power
generated by the \(i^{th}\) DER) that minimise the total cost of power generation, while satisfying the power demand by the users; mathematically this optimisation problem is given as:

\[
\min_{p_{el}^i(k), p_{th}^i(k)} \sum_{i=1}^{N} f_{el}^i(p_{el}^i(k)) + f_{th}^i(p_{th}^i(k))
\]

subject to:

\[
\begin{cases}
\sum_{i=1}^{N} p_{el}^i(k) = d_{el}^i(k) \\
\sum_{i=1}^{N} p_{th}^i(k) = d_{th}^i(k)
\end{cases}
\]

(5.7)

In optimisation problem (5.7), the electrical and thermal power flows of the \(i^{th}\) DER are denoted by \(p_{el}^i\) and \(p_{th}^i\), respectively. The formulation problem (5.7) is a general one, as we are assuming that each DER could in principle generate both thermal and electric power. Also, we are assuming that the cost functions for producing thermal or electrical power could be different. This general formulation allows us to consider indirect thermal power production, e.g., a PV plant could be connected to a boiler and be simultaneously used to provide thermal power. In this section, utility functions for both the electrical \((f_{el}^i)\) and the thermal \((f_{th}^i)\) are modelled as quadratic functions.

To solve (5.7), we need to suitably tailor the AIMD algorithms in order to achieve a second balancing objective, related to the thermal power flows. Thus, we design the Algorithm 10 which alternatively performs an AIMD step on the electrical power, and one on the thermal power; also, as the two steps are strongly related (e.g. the electrical power production of a CHP is coupled with its thermal production), we give priority to one of the two power balancing loops, namely, the thermal loop. The motivation to do so is that most power plants have the ability to generate electrical power, while usually only a subset of them can also directly provide thermal power.

Note that in Algorithm 10, the electrical AIMD step is performed by a subset of all DERs \(N\) denoted as \(M\); in particular, the DERs in the set \(M\) are not involved in the thermal power balancing loop. This strategy has been used to deal with the case where the thermal AIMD algorithm requires some DERs to increase their thermal power generation (i.e. because the thermal demand is greater than the supply), while the electrical AIMD algorithm requires some DERs to decrease their electrical power generation (i.e., because the electrical demand is lower than supply). As the quantity of electrical power provided by a DER is usually related to the provided thermal power, such a conflicting situation is not simple to handle. A possible way to solve it is to appropriately choose the value of \(\alpha_{th}^i, \alpha_{el}^i, \beta_{th}^i\) and \(\beta_{el}^i\) to give more importance to the thermal balancing loop; alternatively, which is the solution implemented here in Algorithm 10, we assume that a subset of DERs is used only to accommodate the residual electrical power request.
Algorithm 10 Full AIMD Algorithm ($p_i^{th}(k), p_i^{el}(k)$)

\[ p_i^{th}(0) = p_i^{th0}, p_i^{el}(0) = p_i^{el0} \]

while simulation not ended do
  if \( \sum_{i=1}^{N} p_i^{th}(k) < d_i^{th}(k) \) then
    \[ p_i^{th}(k+1) = \min(p_i^{th}(k) + a_i^{th}, \overline{p}_i^{th}(k)), \forall i \in N (AI) \]
  else
    \[ p_i^{th}(k+1) = \max(\beta_i^{th} p_i^{th}(k), \underline{p}_i^{th}(k)), \forall i \in N (MD) \]
  end if

  if \( \sum_{i=1}^{N} p_i^{el}(k) < d_i^{el}(k) \) then
    \[ p_i^{el}(k+1) = \min(p_i^{el}(k) + a_i^{el}, \overline{p}_i^{el}(k)), \forall i \in M (AI) \]
  else
    \[ p_i^{el}(k+1) = \max(\beta_i^{el} p_i^{el}(k), \underline{p}_i^{el}(k)), \forall i \in M (MD) \]
  end if

  \[ k = k + 1 \]
end while

Comment: Similar to (5.2), the optimisation problem (5.7) can be easily solved by appropriately choosing the AIMD parameters; in particular, the optimal choice is

\[ a_i^{th,el} = \frac{\alpha_i^{th,el}}{2a_i^{th,el}}, \beta_i^{th,el}(k) = \beta_i^{th,el} + \beta_i^{th,el} \cdot \frac{\beta_i^{th,el} - 1}{2a_i^{th,el} p_i^{th,el}(k)} \] (5.8)

where the superscripts “th,el” mean that the same equation can either refer to the thermal loop parameters, or to the electrical loop parameters. Parameters \( a_i^{th}, a_i^{el}, \beta_i^{th} \) and \( \beta_i^{el} \) are the utility function parameters, as from (5.1). Also, \( 0 < \beta_i^{th,el} < 1 \) and \( a_i^{th,el} \) are two arbitrary parameters that can be used to adjust the AIMD speed of convergence properties.

5.4 Case Studies

5.4.1 Simulations for the Electrical Scheduling

In order to evaluate the performance of our proposed AIMD utility optimisation strategy in a more realistic fashion, we tested our algorithms on a revised version of the distribution power system based on the IEEE 37 bus test feeder [87]. This test network incorporates a
certain amount of loads, is served by several DERs, and connects to the microgrid (or VPP). Figure 5.6 illustrates the topology of our test network.

In our simulations, the base voltage of the High-Voltage (HV) network was set to 110kV (1.0 pu) at the source-end of the external grid. A 2.5MVA distribution substation was connected to the external grid to bring the voltage level down to 10kV, which is a typical Medium-Voltage (MV) level in European power systems. We considered three wind DERs, two PV DERs, and a CHP. Each DER is able to produce power to the MV substation via a connected transformer. To simplify our model, we assumed that the same type of DERs had the same level of generation capacity. However, the real power output from each DER was dependent on the available resource (e.g., wind speed/solar intensity) and the requested power from the load area at each time slot. In addition to this, all the DERs were modeled as constant P-Q generators with the same power factors equal to 1.0 to generate pure active power for the loads. It is clearly not realistic to assume that DERs produce pure active power and to model the loads without reactive power consumption. However, we did so as an example of this chapter to illustrate the algorithm works effectively from the perspective of active power generation. In practice, this corresponds to assuming that the reactive power is provided by some ancillary services in the power network (e.g., capacitance tanks, reactive V2G and G2V services), or bought from the external grid. Note that the AIMD algorithm could be further extended through a double prioritised algorithm to accomplish reactive
### Table 5.1 Parameters of the utility functions

<table>
<thead>
<tr>
<th>Plant</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Plant 1</td>
<td>0.0027</td>
<td>17.83</td>
<td>4.46</td>
</tr>
<tr>
<td>Wind Plant 2</td>
<td>0.0028</td>
<td>17.54</td>
<td>4.45</td>
</tr>
<tr>
<td>Wind Plant 3</td>
<td>0.0026</td>
<td>17.23</td>
<td>4.44</td>
</tr>
<tr>
<td>Solar PV 1</td>
<td>0.0055</td>
<td>29.30</td>
<td>4.45</td>
</tr>
<tr>
<td>Solar PV 2</td>
<td>0.0055</td>
<td>29.58</td>
<td>4.46</td>
</tr>
<tr>
<td>CHP</td>
<td>0.0083</td>
<td>75.73</td>
<td>5.21</td>
</tr>
</tbody>
</table>

power management, as shown in the recent reference [190] in the context of EV charging, and is not shown here in the interest of conciseness.

We also assumed that the wind plants, the PV plants and the CHP had a capacity of 750 kW, 200 kW and 1 MW respectively. Such values typically allow the microgrid to work in island mode, i.e., the required power is less than the power provided by the DERs, as assumed in Section 5.2. We assumed that each load had a power factor of 0.95 lagging, and load profiles were randomly chosen for a period of 24 hours, according to reference [165]. The maximum wind power output for each wind DER was randomly chosen from real wind turbine data from the National Renewable Energy Laboratory (NREL) [141]. The maximum solar power generation profile of each PV was computed according to a quadratic function with non-zero values from 6am to 6pm, randomly perturbed to simulate cloud disturbances, as in [4]. The parameters of the utility functions were taken from [149] and [180] and are summarised in Table 5.1. Note that in the current model the unit of the utility functions is represented by US dollars, but it can be easily converted to Euro or other units of interest by simply multiplying the currency exchange rate. We decided to sample the load profiles and the maximum output of the DERs every 5 minutes, and assumed that they would be constant during such a time lapse. The whole scenario was simulated using a customised OpenDSS-Matlab simulation platform [43]. In particular, Matlab was used to generate the power dispatch data for each DER, and a day power system simulation was implemented by OpenDSS to evaluate the state of the network, e.g., line voltage, substation power flow, power losses, for each time slot.

Now we illustrate the simulation results obtained by implementing the proposed AIMD utility optimisation algorithm in the network described in the previous section. To better evaluate the performance of the proposed algorithm, we compared our distributed solution with the optimal one obtained in a centralised fashion which relies on a full exchange of information among DERs and the EMS. The centralised solution is computed every 5
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minutes, assuming that the EMS is informed of the maximum power that each DER can provide (depending on wind/sun availability) and also by the power required by the users. Then we assumed that the EMS had the ability to solve instantaneously the constrained optimisation problem (i.e., considering the power network constraints) and to schedule the optimal power flows to the DERs. As for the AIMD case, each step of the algorithm implementation was iterated every 5 seconds.

The simulation results obtained are summarised in Figures 5.7 to 5.10. Figure 5.7 depicts that both the centralised algorithm and the proposed distributed one manage to balance the generated power with that required by the users. We also show the maximum power that could be generated by all the DERs working at full capacity. Figure 5.8 illustrates how much power was generated by each single DER. As can be noted, the CHP is mainly used to back-up the energy production from the renewable plants, as it is less economical from the point of view of the cost function being considered here (i.e., due to its fuel and carbon costs). Figure 5.9 shows that the value of the utility function is almost the same as would have been obtained by implementing a fully centralised approach. Finally, Figure 5.10 shows that the communication requirement of the AIMD performed every 5 seconds is similar to that of the centralised solution performed every 5 minutes. However, even in the simple scenario adopted for this comparison, as can be seen from the same figure, the centralised solution can not be used at faster time scales and if we use the same step size for both approaches, then the communication requirement of the centralised approach becomes about 100 times larger than that of AIMD. Clearly, as the operation of smart grids is heading towards real-time fully automated practices, AIMD-like techniques are much more desirable than a centralised solution from a communication perspective.

5.4.2 Simulations for Thermal and Electrical Scheduling

In this section, we evaluate the performance of the proposed double priority AIMD utility optimisation implementation in a similar microgrid scenario as described in Section 5.4.1. The topology of the tested network is illustrated in Figure 5.11. In this network, we assume that several DERs are installed and that they collectively have sufficient capacity to participate in the electricity market and serve both thermal and electrical demand in the load area. In our simulation, the base voltage of the HV network was set to 110kV (1.0pu) at the source-end of the external grid. Two HV/MV transformers were applied to step down the voltage from 110kV to 10kV in the load area. In addition, several 110/10kV transformers were used to step up the voltage generated from the DERs to the HV power network. We considered three wind plants, two PV plants, and two CHPs. We assume that the generation capacity of each CHP is sufficient to serve its local fixed electrical load. Also, CHPs must have the ability to
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Fig. 5.7 Comparisons of the distributed AIMD solution and the optimal centralised solution on electrical power balancing during the whole day.

Fig. 5.8 The detail of how AIMD shares the energy production.
Fig. 5.9 Comparisons on the costs of the two algorithms

Fig. 5.10 Comparisons on the communication costs of the two algorithms: with same step size, AIMD clearly outperforms the centralised approach.
generate enough thermal energy. All of the DERs in the network were modelled as constant P-Q generators with the same power factors equal to 1.0 to generate pure active power for the loads. We chose the capacity of each DER according to existing plants for which parameters were available from [180]. In particular, the capacities of the wind plants were chosen as 12.15MW, 13.5MW and 7.7MW, respectively. The capacities for the PV plants were selected as 1.8MW and 2.1MW and the capacities for the CHPs were chosen as 24MW and 14MW. The fixed loads located around the CHPs were taken as 10MW and 5MW, respectively. We assumed that the CHP were the only DERs able to produce thermal power, with a heat to power ratio equal to 1.0. In particular, the microgrid was sized to satisfy both the electrical and the thermal demand at any moment during the simulation.

In the simulation, we further assumed that each load has a power factor of 0.98 lagging, and load profiles were randomly chosen for a period of 24 hours from reference [165]. Loads are located in the microgrid area at a random distance (uniformly distributed between 0.5km and 1km) between each other. The maximum wind power output for each wind DER was also randomly chosen from real onshore wind turbine data from the National Renewable Energy Laboratory (NREL) [141]. The maximum solar power generation profile of each PV was computed according to a quadratic function with non-zero values from 6am to 6pm, randomly perturbed to simulate cloud disturbance, as described in Section 5.4.1. The real thermal power profile was referred from [152] and applied to the total thermal power demand in our simulation, proportionally to a maximum thermal peak of 18MW during the day. The parameters of the utility functions were taken from [180] and [149] and are summarised in

![Fig. 5.11 Schematic topology of the tested network.](image-url)
Table 5.2 Parameters of the utility functions

<table>
<thead>
<tr>
<th>Plant</th>
<th>$a_i^{el}$</th>
<th>$b_i^{el}$</th>
<th>$c_i^{el}$</th>
<th>$a_i^{th}$</th>
<th>$b_i^{th}$</th>
<th>$c_i^{th}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Plant 1</td>
<td>0.0021</td>
<td>20.59</td>
<td>3.438</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wind Plant 2</td>
<td>0.0021</td>
<td>19.54</td>
<td>3.440</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wind Plant 3</td>
<td>0.0020</td>
<td>25.33</td>
<td>3.418</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Solar PV 1</td>
<td>0.0042</td>
<td>23.73</td>
<td>3.428</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Solar PV 2</td>
<td>0.0042</td>
<td>15.88</td>
<td>3.435</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CHP1</td>
<td>0.0064</td>
<td>39.22</td>
<td>4.011</td>
<td>0.0064</td>
<td>39.22</td>
<td>4.011</td>
</tr>
<tr>
<td>CHP2</td>
<td>0.0062</td>
<td>33.84</td>
<td>4.024</td>
<td>0.0064</td>
<td>39.22</td>
<td>4.011</td>
</tr>
</tbody>
</table>

Table 5.2. In particular, as the CHPs provide revenues due to thermal power generation, a heat credit is subtracted from total unit costs to establish an equivalent of the levelised costs of producing only electricity [180]. We sampled the load profiles and the maximum output of the DERs every 10 minutes, so that the values of $p_i^{th}(k), p_i^{el}(k), \overline{p}_i^{th}(k), \overline{p}_i^{el}(k), d_i^{th}(k), d_i^{el}(k)$ did actually change every 10 minutes.

In this part we report the simulation results obtained by implementing the proposed double priority AIMD utility optimisation algorithm in the network described in Section 5.4.2. We compared the distributed solution to the optimal centralised based solution for better evaluation of the performance of the proposed algorithm. The centralised solution is computed every 10 minutes, assuming that the EMS is informed of the maximum power that each DER can provide and also of the power required by the users. We assumed that the EMS had the ability to solve the optimisation problem instantaneously and to schedule the optimal power flows to the DERs. These are the same assumptions as we made in Section 5.4.1. As for the AIMD implementation, each step of the algorithm iteration was set to 1 second for a more accurate observation of the results. Figure 5.12 depicts the optimal share of electrical power generated by each available DER. Figure 5.13 shows that both a centralised full-communication and the proposed distributed algorithm manage to match supply and demand of both electrical and thermal power. Figure 5.14 shows that both algorithms achieve the same minimum cost result. Finally, Figure 5.15 depicts the minimum and the maximum per-unit voltage in the network, as computed from the OpenDSS simulation environment. It should be noted that we assumed that all the DGs were allocated outside of the load centre and produced a large aggregated available power. For the sake of simplicity, we assumed that the required reactive power was taken from the external grid, and the figure only illustrates the voltage impact on the grid in case no voltage control actions are taken.
Fig. 5.12 Electrical power generation by each DER.

Fig. 5.13 Comparisons of the total power generation profile (both electrical and thermal) by applying different algorithms.
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Fig. 5.14 Comparisons of the costs by using the two algorithms.

Fig. 5.15 Minimum and maximum voltage profiles in the network obtained with the two algorithms.
5.5 Conclusions

In this chapter, we demonstrate a methodology for adapting the AIMD algorithm to solve a utility optimisation problem in a microgrid scenario with DGs. The objective is to achieve real-time power balancing of DGs and the demand, and to decide how much energy should be generated from the DGs, in a distributed manner, such that the total cost of energy production from the DGs can be minimised. We show that our proposed distributed algorithms can successfully solve the power generation problem in an optimal fashion, greatly reducing the communication overhead required by centralised algorithms, even in the presence of a second thermal constraint. In particular, power balancing is achieved without having to communicate real-time power availability from renewable resources (sun/wind), or the power required by the users, but by simply notifying the DERs with a single bit of information every time the provided power equals the required power.
Part IV

Distributed and Privacy-Aware Speed Advisory Systems
Chapter 6

Intelligent Speed Advisory System for Electric Vehicles

Abstract: In this chapter, we introduce a new application of the speed advisory system, using ideas from Chapter 2, for minimising energy consumption of a group of EVs in a city centre scenario. The performance of the system was evaluated through Matlab simulations. It is joint work with Rodrigo Ordóñez-Hurtado, Fabian Wirth, Yingqi Gu, Emanuele Crisostomi, and Robert Shorten. The original work presented in this chapter was submitted for publication in [112, 113].

6.1 Introduction

At present, Intelligent Speed Advisory (ISA) systems, which are a component of Advanced Driver Assistance Systems (ADASs), have become a fundamental part of Intelligent Transportation Systems (ITS). Such systems offer many potential benefits, including improved vehicle and pedestrian safety, better utilisation of the road network, and reduced emissions. Recently, many papers have appeared on this topic reflecting the problem from the viewpoint of road operators, infrastructure providers, and transportation solution providers [2, 11, 18, 24, 61, 80, 202, 216].

In this chapter we consider the design of a Speed Advisory System (SAS) making use of vehicle-to-vehicle/infrastructure (V2X) technologies. In particular, we are interested in solving the speed advisory problem in the case that the fleet of vehicles is only composed of EVs. Such a situation might occur in some sensitive areas in city centres that are closed to conventional traffic, and only allow transit to specific categories of low (or zero) polluting vehicles, see for instance the case of umweltzonen [37] in Germany; or a similar problem
might occur for a fleet of urban electric buses. The use of electric buses to decrease harmful emissions and noise pollution is becoming widespread in different cities of the world, see for instance the recent cases of São Paulo [140], Louisville in the US [82], or Wien in Europe [53].

Our starting point is the observation that different EVs are designed to operate optimally (e.g., in terms of energy efficiency) at different vehicle speeds and at different loading conditions. Thus, a recommended speed, or speed limit may be optimal for one vehicle and not for others. Our objective in this chapter is to develop a SAS which allows groups of EVs to collaborate in order to find the optimal speed that should be recommended to all vehicles belonging to the fleet of EVs, in order to minimise the overall energy consumption of the fleet; or similarly, to extend their range. We shall assume that EVs are equipped with V2X technologies, and can exchange information with their neighbours and can exchange limited information with the infrastructure.

Clearly, this task is performed provided that some basic safety and Quality of Service (QoS) requirements are guaranteed (i.e., the optimal recommended speed should be within a reasonable realistic range). As we shall see later, the optimal speed heavily depends on how single EVs travel in traffic (e.g., whether air conditioning is on/off and how many people are on-board). Since people might not be interested in sharing such private pieces of information (i.e. privacy-preserving), we are interested in obtaining the optimal solution without requiring single vehicles to communicate personal information to other vehicles or even to central infrastructure. We shall show that one can design, using simple ideas from cooperative control techniques, an effective SAS in a manner that preserves the privacy of individual vehicles. Matlab simulations are given to demonstrate the effectiveness of our approach.

This chapter is organised as follows: Section 6.2 gives a brief review of some related work in literature; Section 6.3 describes the mathematical model and proposes the algorithm for solving the optimisation problem; Section 6.4 evaluates the performance of the algorithms using Matlab simulations; Section 6.5 concludes the chapter.

6.2 Related Work

In this section, we give a brief review of some related work. First note that a detailed review of this topic is given in [147]. Conventional systems are described in [2, 56, 80, 134, 202]. These papers describe various aspects of the ISA design process. This includes the design of driver

\footnote{A similar approach was proposed in Section 4.3 for solving the optimal fair V2G power dispatch problem in a microgrid scenario. In this chapter, we adapt the previously proposed methods for minimising the energy consumption of group of EVs in an ITS scenario (e.g. short distances travelling in city centres). In the next chapter, we explore the application of the approach to fleets of conventional vehicles in a highway scenario.}
6.3 Model and Algorithm

In this section, we describe the cost functions to represent energy consumption in EVs. After that, we present the problem statement and give the mathematical model for the scenario of interest. Finally, we propose an algorithm to solve the optimisation problem.

6.3.1 Cost Functions

We illustrate a basic model of power consumption in EVs. Such a model will be required to formulate a cost function that relates the travelling speed with the energy efficiency in the later problem statement section. Most of the discussion here follows the reference [204], where the ranges of EVs are reported for different brands and under different driving cycles. Power consumption in an EV driving at a steady-state speed (along a flat road) is caused mainly by four sources:

- **Aerodynamics power losses**: they are proportional to the cube of the speed of the EV, and depend on other parameters typical of a single vehicle such as its frontal area and the drag coefficient (which in turn, depends on the shape of the vehicle).

- **Drivetrain losses**: they result from the process of converting energy in the battery into torque at the wheels of the car. Their computation is not simple, as losses might occur at different levels (in the inverter, in the induction motor, gears, etc); in some cases, these power losses have been modelled as a third-order polynomial of speed, whose parameters have been obtained by fitting experimental data (see [204]).
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- **Tires**: the power required to overcome the rolling distance depends on the weight of the vehicle (and thus, on the number of passengers as well), and is proportional to the speed of the vehicle.

- **Ancillary systems**: this category includes all other electrical loads in the vehicle, such as Heating, Ventilation and Air Conditioning (HVAC) systems, external lights, audio system, battery cooling systems, etc. Here, the power consumption does not depend on the speed of the vehicle and can be represented by a constant term that depends on external factors (e.g., weather conditions) and personal choices (desired indoor temperature, volume of the radio, etc). According to experimental evaluations [204], the power losses due to ancillary services usually vary between 0.2 and 2.2 kW.

Thus, by summing up all the previous terms, the power consumption $P_{\text{cons}}$ can be represented as a function of the speed $v$ as

$$\frac{P_{\text{cons}}}{v} = \frac{\alpha_0}{v} + \alpha_1 + \alpha_2 v + \alpha_3 v^2,$$

where the left hand side is divided by the speed in order to obtain an indication of energy consumption per km, expressed in kWh/km. Such a unit of measurement is usually employed in energy-efficiency evaluations, and we shall assume that each EV $i$ will use (6.1) as its personal cost function, denoted by $f_i(v_i) = \frac{\alpha_{i0}}{v_i} + \alpha_{i1} + \alpha_{i2} v_i + \alpha_{i3} v_i^2$. Accordingly, Figure 6.1 shows a possible relationship between speed and power consumption, obtained using data from the Tesla Roadster and assuming a low power consumption for ancillary services of 0.56 kW (i.e., assuming air conditioning switched off). As can be noted from Figure 6.1, there is large energy consumption at large speeds due to the fact that power increases with the cube of the speed for aerodynamic reasons; however, it is also large for low speeds, due to the fact that travel times increase and, accordingly, constant power required by ancillary services demands more energy than the same services delivered with high speeds.

### 6.3.2 Problem Statement

We consider a scenario in which a number of EVs are travelling in a city centre. Let $N$ denote the total number of EVs driving on the road where the ISA broadcast signal can be received. Each EV is equipped with a specific communication device (e.g. a mobile phone with access to WiFi/3G networks) so that it is able to receive/transmit messages from/to either nearby EVs or available road infrastructure (e.g. a base station). We assume that each EV can communicate a limited amount of information with the infrastructure, and that the
For convenience, we assume that all EVs have access to a common clock (for example, a GPS clock). Let $k \in \{1, 2, 3, \ldots\}$ be a discrete time instant in which new information from EVs is collected and new speed recommendations are made. Let $s_i(k)$ be the recommended speed of the EV $i \in \mathbb{N} := \{1, 2, \ldots, N\}$ calculated at time instant $k$. Thus, the vector of recommended speeds for all EVs is given by $s(k)^T := [s_1(k), s_2(k), \ldots, s_N(k)]$, where the superscript $^T$ represents the transposition of the vector. Note that between two consecutive time instants $(k, k + 1)$, the recommended speeds are constant while the driving speeds are time-varying real-valued variables. We denote by $N_i^k$ the set of neighbours of EV $i$ at time instant $k$, i.e. those EVs which can successfully broadcast their recommended speeds to EV $i$.

In addition, we assume that each EV $i$ can evaluate a function $f_i$ that determines its average energy consumption, were it to be travelling at the recommended speed $s_i(k)$, according to (6.1). Note that in order to achieve this, it is necessary that the vehicle both knows its parameters in the function, and also monitors the functioning of some electric appliances on board (e.g., the intensity of the HVAC system or whether the radio is switched on or not). We further assume that these functions are strictly convex, continuously differentiable and with a Lipschitz continuous first derivative $f'_i$ which is assumed with positive bounded growth rate in the domain of interest $D$. We assume that the recommended speed can vary within the domain $D = [5, \ldots, 130]$, which is a realistic range of speeds, expressed in km/h. Then the requirement on the derivative can be expressed as

$$0 < d_{\text{min}}^i \leq \frac{f'_i(a) - f'_i(b)}{a - b} \leq d_{\text{max}}^i,$$  \hspace{1cm} (6.2)
for all $a, b \in D$ (i.e. for reasonable steady-state speeds) such that $a \neq b$, and suitable positive constants $d_{\text{min}}^i, d_{\text{max}}^i$. Notice that (6.1) fulfils all the previous requirements, and thus, the previous assumptions are usually satisfied in the application of interest here. In this context, we consider the following problem.

**Problem 1:** Design an ISA system for a fleet of EVs, following a common speed such as a speed limit, connected via V2X communication systems, such that the total energy consumption from all EVs can be minimised by all of them following the same reference speed.

The optimisation problem that needs to be solved in order to address Problem 1 can be formulated as follows:

\[
\min_{s \in \mathbb{R}^N} \sum_{j \in \mathbb{N}} f_j(s_j), \quad \text{(6.3)}
\]

\[
\text{s.t. } s_i = s_j, \forall i \neq j \in \mathbb{N}.
\]

This problem is an optimised consensus problem and can be solved in a variety of ways (for example using Alternating Direction Method of Multipliers (ADMM) [15, 45, 173]). Our focus in this work is not to construct a fully distributed solution to this problem, but rather to construct a partially distributed solution which allows rapid convergence to the optimum, without requiring the vehicles to exchange information that reveals individual cost functions to other EVs. This is the privacy preserving component of our problem statement.

**Comment:** Note that in addressing Problem 1 we are not trying to calculate the recommended speed for all the EVs in one step. Rather we propose an iterative algorithm that in each step yields individual recommended speeds that will eventually converge to the same value on the consensus constraints. Thus, our objective for the minimisation problem (6.3) is to seek the optimal solution of the recommended speeds under a consensus constraint. In doing this, we shall assume that the EVs will be compliant with the recommended speed (this might be more realistic for public transportation rather than single EVs, but non-compliance with the recommended speed is not investigated here and left for future work).

To solve (6.3) we recall the previously discussed optimisation problem (4.18) and Theorem 9 in Section 4.3.3. In a similar way to (4.21), we use the iterative feedback scheme

\[
s(k + 1) = P(k)s(k) + G(s(k))e, \quad \text{(6.4)}
\]
for finding the optimal solution $s^*$ of the problem (6.3). To apply Theorem 9 to solve (6.3), we adopt the same definition of $P(k)$, as suggested in (4.13), for modelling the time-varying and strongly connected communication topology.

**Comment:** The assumption of uniform strong ergodicity holds if the neighbourhood graph associated to the problem has suitable connectedness properties. If sufficiently many cars travel in the city centre area, it is reasonable to expect that this graph is strongly connected at most time instances. Weaker assumptions are possible but we do not discuss them here in this chapter; see [133] for possible assumptions in this context. In any case, note that the time-varying communication graph makes the dynamic system (6.4) a switching system.

Now, we propose the Optimal Decentralised Consensus Algorithm for solving (6.3) as shown in Algorithm 11. The underlying assumption here is that at all time instants all EVs communicate their value $f_j'(s_j(k))$ to the base station, which reports the aggregate sum back to all EVs. This is precisely the privacy preserving aspect of the algorithm, as EVs do not have to reveal their cost functions to the base station, nor to other EVs. Some implicit information (i.e., the derivatives of the cost function at certain speeds) is indeed revealed to the base station but not to any other EVs involved in the fleet.

**Algorithm 11** Optimal Decentralised Consensus Algorithm for SAS

1: for $k = 1, 2, 3, \ldots$ do  
2:     for each $i \in N$ do  
3:         Get $\tilde{F}(k) = \sum_{j \in N} f_j'(s_j(k))$ from the base station.  
4:     Get $s_j(k)$ from all neighbours $j \in N_i^k$.  
5:     Do $q_i(k) = \eta_i \cdot \sum_{j \in N_i^k} (s_j(k) - s_i(k))$.  
6:     Do $s_i(k + 1) = s_i(k) + q_i(k) - \mu \cdot \tilde{F}(k)$.  
7:     end for  
8: end for

**Comment:** We note that in any real implementation in a city centre scenario the recommended speed may be bounded above and below by the road operator.

### 6.4 Experimental Results

We now give some preliminary results obtained in Matlab simulations. Our objective in this section is to show that the recommended speed is in fact more energy efficient than some
In the first stage we assume that the communication graph among the EVs changes in a random way, i.e., at each time step an EV receives information from a subset of vehicles belonging to the fleet. This is a simplifying assumption that can be justified by assuming that in principle all EVs might communicate to all the other EVs (i.e., they are relatively close), but some communications might fail due to obstacles, shadowing effects, external noise, or other. For this purpose, the time-varying communication graph at each time step in our simulation was modelled by a sequence of strongly ergodic row-stochastic matrices. Besides, in the two last stages we assume that the change of speed occurs instantaneously, since there is no requirement to iteratively compute an optimal speed.

We tuned our parameters in Algorithm 11 as $\eta = \mu = 0.001$, and we simulate different cost functions for each EV by assuming a random number of people inside each car (between 1 and 5 people) with an average weight of 80 kg, and by assuming a different consumption from ancillary services within the typical range of $[0.2, 2.2]$ kW. The curves of the cost functions used in our experiment are shown in Figure 6.2. The evolution of the speeds of the EVs are shown in Figure 6.3a and the average energy consumption is shown in Figure 6.3b.
Fig. 6.3 Simulation results for the network of EVs: Algorithm 11 is applied until time 0.33 h, and then two different speeds (below and above the optimal one) are suggested in [0.33, 0.66] h and [0.66, 1] h, respectively.
As is shown in Figure 6.3a, the proposed ISA system converges quickly to consensus and the optimal solution. This solution indeed minimises the group energy consumption of a fleet of EVs effectively as can be seen from Figure 6.3b.

6.5 Conclusions

In this chapter we present a new ISA system. The system is based on a solution to an optimisation consensus problem as we previously discussed in Section 4.3.3. We show that the ISA can be designed, in a privacy-preserving manner, to improve the overall energy efficiency of EVs or, in other words, to collaboratively extend the travelling range of EVs. From the grid perspective, this system also provides benefits by reducing the power loading due to an increasing number of EVs charging on the grid.

Preliminary results have been presented in the chapter through Matlab simulations. In the next chapter, we shall demonstrate that, by using the same ideas, one can design an effective ISA system to minimise emissions for conventional vehicles networks. Extensive simulations, using the realistic traffic simulator software package SUMO, and a dedicated hardware-in-the-loop (HIL) testing platform, are given to illustrate the effectiveness of deploying our proposed framework.
Chapter 7

Intelligent Speed Advisory System for Conventional Vehicles

Abstract: In this chapter, we extend our previous discussion in Chapter 6 to the case of a fleet of conventional vehicles. We show that, by using the ideas developed in Chapter 6, group emissions of vehicles can be minimised. The performance of the system was evaluated through a variety of simulations. It is joint work with Rodrigo Ordóñez-Hurtado, Fabian Wirth, Yingqi Gu, Emanuele Crisostomi, and Robert Shorten. The work presented in this chapter has been submitted for publication in [67, 112].

7.1 Introduction

In this chapter we are interested in solving the speed advisory problem in the case that the fleet of vehicles is composed of conventional vehicles. Our starting point is the observation that different vehicle classes (e.g., in terms of emission levels) are designed to operate optimally at different vehicle speeds and at different loading conditions. Thus, as we previously mentioned, a recommended speed, or speed limit may be optimal for one vehicle and not for others. Given a stretch of road network, the group emissions (CO, CO₂, NOₓ, O₃, PM10, PM2.5) may or may not be close to the theoretically minimum possible. This of course depends on the composition of traffic on a given road, and the average speed at which vehicles are travelling.

Clearly, the previously designed Algorithm 11 needs to be adapted when applied to a fleet of conventional vehicles. First, in terms of field of application, conventional vehicles

Footnote: We consider conventional vehicles as those vehicles using diesel or petrol engines that can generate pollutant emissions through exhaust pipes. In the following context, we shall use the word “vehicles”, unless otherwise noted, for describing "conventional vehicles".
7.2 Problem Statement

We consider a scenario in which a number of vehicles are driving along a given stretch of highway with several lanes in the same direction. Note that the assumption on different lanes of the highway allows vehicles to overtake whenever it is appropriate. We wish to find a common recommended speed, by using the same ISA system or, Algorithm 11, suggested in Chapter 6, to minimise the total emissions from all vehicles taking account of the composition of the vehicles (individual vehicle types) and the number of vehicles. We assume that vehicles are connected via V2X communication systems, and are able to evaluate its personal cost function in terms of speed and emission generation, such that the total emissions from all vehicles can be minimised by all of them following the same recommended speed.

To apply the algorithm in this new scenario, we shall adapt the average-speed model proposed in [14] to model each cost function $f_i$ as a function of the average speed $s_i$ as

$$f_i = k\left(\frac{a + bs_i + cs_i^2 + ds_i^3 + es_i^4 + fs_i^5 + gs_i^6}{s_i}\right),$$

where $a, b, c, d, e, f, g, k \in \mathbb{R}$ are used to specify different levels of emissions by different classes of vehicles.
7.3 Evaluation using SUMO Simulations

We now evaluate the algorithm for the scenario of interest here using the SUMO simulator [12], and by implementing it in a real vehicle. We conduct the following experiments:

1. First, we compare, for a given scenario, the optimal speed with a non-optimum speed limit. In this simulation, for illustration purposes, we force all vehicles to travel at the recommended speeds, subject to implementation constraints coming from the SUMO simulation (e.g. acceleration/deceleration profiles).

2. We then make the first scenario more realistic by allowing vehicles to travel in a small range around the recommended speed.

3. We then give a simulation which is dynamic in nature. Cars enter/leave the simulation dynamically and over a long stretch of road we allow vehicles to travel as they wish with a broad range of constant speeds. For example, this may represent a highway situation where the traffic flow is moving better in one lane than in another.

4. We then give a hardware-in-the-loop simulation with a real target vehicle travelling on a road and an emulated network with a fixed number of simulated vehicles.

The idea in all situations is to show the benefits of Algorithm 11. In the simulations we use the emission profiles from [14] shown in Table 7.1 and Figure 7.1, corresponding to petrol cars/minibuses with up to 2.5 tons of gross vehicle mass. Besides, we also use the following vehicle types:

- Type 1: accel. 2.15 m/s², decel. 5.5 m/s², length 4.54 m.
- Type 2: accel. 1.22 m/s², decel. 5.0 m/s², length 4.51 m.
- Type 3: accel. 1.75 m/s², decel. 6.1 m/s², length 4.45 m.
- Type 4: accel. 2.45 m/s², decel. 6.1 m/s², length 4.48 m.

7.3.1 SUMO Simulations with a Fixed Number of Vehicles

In this experiment we consider 40 vehicles travelling along a highway. The set-up for this set of experiments is as follows.

- Road: A straight 5 km long highway with 4 lanes in the same direction.
- Duration of the simulation: 1000 s.
• Algorithm sampling interval: $\Delta T = 1\text{s}$.

• Switch-on time: the algorithm is activated at time 500 s.

The results of the experiments are given in Figure 7.2 and Figure 7.3. As can we see from Figure 7.2a, making a small change in the recommended speed yields an about 3% improvement in CO$_2$ emissions. We then repeat the experiment and allow vehicles to travel in a range around the recommended speed, and the results of this are given in Figure 7.2b. As can we see from Figure 7.2b, also in this case a significant reduction in CO$_2$ emission can be observed. Finally to conclude, we applied the algorithm to a situation where the cars have a different range of emission profiles and with a different range of speeds. The results are given in Figure 7.3. In this case, as can be seen in Figure 7.3, a reduction of up to 8.07% can be obtained by following the recommended speed. To illustrate what this means in terms of grams of carbon, SUMO predicts that these forty vehicles emit an average of 9407 g/km compared with 8816 g/km when travelling at an optimised speed. This represents a saving of about 591 g/km which integrates over a day into a significant carbon saving.

Table 7.1 Emission factors for some CO$_2$ emission profiles reported in [14].

<table>
<thead>
<tr>
<th>Profile Codes</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e,f,g</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>R007</td>
<td>2.2606E+3</td>
<td>3.1583E+1</td>
<td>2.9263E-1</td>
<td>3.0199E-3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R016</td>
<td>3.7473E+3</td>
<td>1.9576E+2</td>
<td>-8.5270E-1</td>
<td>1.0318E-2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R017</td>
<td>3.7473E+3</td>
<td>1.8600E+2</td>
<td>-8.5270E-1</td>
<td>1.0318E-2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R018</td>
<td>3.7473E+3</td>
<td>1.6774E+2</td>
<td>-8.5270E-1</td>
<td>1.0318E-2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R019</td>
<td>3.7473E+3</td>
<td>1.5599E+2</td>
<td>-8.5270E-1</td>
<td>1.0318E-2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>R021</td>
<td>3.7473E+3</td>
<td>1.0571E+2</td>
<td>-8.5270E-1</td>
<td>1.0318E-2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

7.3.2 SUMO Simulations with a Dynamic Number of Vehicles

We now consider a dynamic scenario. To do this we partitioned the highway into three consecutive sections L1, L2 and L3. We then proceed as follows. First, vehicles enter the uncontrolled section L1, with constant speed (randomly chosen in a given range); after completing L1, vehicles enter the section L2. On section L2 vehicles calculate and follow a recommended speed. After completing L2 they enter section L3 and on this section they travel freely (the same speeds as they were on L1). The experiments are setup as follows.

• Road: three consecutive straight edges:
  - L1: 5 km long highway with 4 lanes, uncontrolled;
7.3 Evaluation using SUMO Simulations

Fig. 7.1 Curves for the CO₂ emission profiles in Table 7.1.

- L2: 5 km long highway with 4 lanes, ISA controlled;
- L3: 5 km long highway with 4 lanes, uncontrolled.

- Total number of cars: 650, with uniform distribution of both emission profiles among R016, R017, R018 and R019, and uniform distribution of types of vehicles.

- Vehicular flow entering L1: one new car every 2 seconds until simulation time 1300 s.

- Length of simulation: 3010 s.

- Window size for the calculation of the moving average (MA) of CO₂ emissions for visualisation purposes: 500 time steps.

- Travelling speeds for cars on L1 are randomly chosen with uniform distribution in 3 scenarios:
  - Case 1, constant speeds in (80, 100) km/h.
  - Case 2, constant speeds in (60, 80) km/h.
  - Case 3, constant speeds in (40, 60) km/h.
7.3 Evaluation using SUMO Simulations

(a) All vehicles with constant speed 80 km/h until time 500 s, and following the recommended speed precisely after time 500 s.

(b) All vehicles with constant speed in the range (72, 88) km/h until time 500 s, and following the recommended speed with a maximum variation tolerance of 10% after time 500 s.

Fig. 7.2 Results of the SUMO simulation for the static case, before and after the activation of the algorithm at time step 500 s. Setup: 40 vehicles, of which 32 are of emission type R007 and 8 are of emission profile R021, and uniform distribution of types of vehicles.
7.3 Evaluation using SUMO Simulations

Fig. 7.3 Results of the SUMO simulation for the static case, before and after the activation of the algorithm at time step 500 s. Setup: 40 vehicles, with uniform distribution of emission profile among R016, R017, R018 and R019, and uniform distribution of types of vehicles.

Note that even though this is a dynamic situation, the vehicle density on each part of the road becomes constant after a certain time. A sample of simulation results is given in Figure 7.4, which reveals what might be expected from the initial experiments, namely, the further vehicles are away from the optimal speed, the more that is gained by deploying the ISA.

To complete the section, we conducted one hundred random experiments for each of the three cases described above. In each experiment, we collected the simulation data of the total CO$_2$ emission generation on each section of the highway from SUMO. Table 7.2 summarises the aggregated results of this exercise, and clearly demonstrate the benefits of the ISA.

Table 7.2 General results: total emissions per lane.

<table>
<thead>
<tr>
<th>Case</th>
<th>Total Emissions of CO$_2$ <em>[grams]</em></th>
<th>Improvement</th>
<th>Mean</th>
<th>$\sigma$</th>
<th>Mean</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L1 (Uncontrolled)</td>
<td>L2 (Controlled)</td>
<td>Improvement</td>
<td>Mean</td>
<td>$\sigma$</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>2639012.7</td>
<td>1498.38</td>
<td>2587629.4</td>
<td>268.2</td>
<td>1.95%</td>
<td>0.05%</td>
</tr>
<tr>
<td>2</td>
<td>2600710.6</td>
<td>606.87</td>
<td>2583472.8</td>
<td>178.3</td>
<td>0.66%</td>
<td>0.02%</td>
</tr>
<tr>
<td>3</td>
<td>2787810.6</td>
<td>4200.36</td>
<td>2586943.9</td>
<td>169.9</td>
<td>7.20%</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

* Sum of emissions at every time step (i.e. time integration).

Mean: average of 100 different measurements.

$\sigma$: standard deviation.

Comment: Note that it is clearly the case that parameters of the algorithm have the potential to affect emission savings. For example, the speed of convergence of the algorithm affects the rate of which the emissions are saved.
Fig. 7.4 Example for case 3: 500 time-step MA of CO₂ emissions for a set of initial speeds in the range (40, 60) [km/h].

Comment: Note that the solution that we have obtained is optimal for the environment and for the collective, e.g., in terms of overall reduced emissions. However, the solution might be unfair for some single users who would be recommended to drive at a different speed than originally desired. One way to improve fairness could be to decrease road taxes for virtuous vehicles, to compensate them for the inconvenience caused by the dirty vehicles in terms of recommended average speeds.

7.3.3 Hardware-In-the-Loop (HIL) Emulation

Finally, to provide a sense of how this system might function from a driver’s perspective we now describe a hardware-in-the-loop implementation of the algorithm. Specifically, we use a SUMO-based Hardware-In-the-Loop (HIL) emulation platform that was developed at the Hamilton Institute [64, 65]. This emulation platform uses the open source road traffic simulator to emulate a real environment and generate virtual cars, along with a dedicated communication architecture supported by TraCl (a Python script implementing a TPC-based client/server architecture) to provide on-line access to SUMO, a smartphone connected to the 3G network and running the plug-in SumoEmbed (designed for use with Torque Pro [75], and a OBD-II adaptor [155] to embed a real car into the simulation, as shown in Figure 7.5. The idea then is to allow the driver, driving a real vehicle on real streets, to experience
being connected to a network of emulated vehicles driving along the same road network. Specifically, we performed this experiment by driving a Toyota Prius on a single-lane street circuit in the North Campus of the Maynooth University, while the Prius is embedded into a HIL emulation and represented by an avatar which interacts with the avatars of 29 other virtual (simulated) vehicles driving along the same stretch of (emulated) road.

The experiment begins when the simulation is started on the workstation and the server component of the Python script waits for a call from the OBD-II connected smartphone in the real vehicle. Since the selected street circuit only has one lane, the vehicles are released sequentially from the same starting point. The avatar representing the Prius departs in the sixth position. Once the connection between the Prius and the workstation is established, the position and speed of the Prius’ avatar are updated using real-time information from the Prius via the OBD-II adaptor. From the point of view of the ISA algorithm, the Prius is regarded as a normal agent in the SUMO simulation, i.e. treated just like any other simulated vehicle.

The consensus algorithm for the proposed ISA system is embedded in the main component Python script. Thus, once the respective recommended speeds are calculated, they are sent to the vehicles via the server component and the cellular network to the smartphone in the case of the Prius, and via TraCI commands in the case of the other vehicles in the simulation. Note here that the driver behaviour is different for a simulated car compared to the case of the Prius: while we force each simulated vehicle to follow the recommended speed as far as possible\(^2\), the Prius’ driver is allowed to either follow or ignore the speed recommendation (displayed on the smartphone’s screen) as desired.

\(^2\)Concerning mainly the interaction between vehicles and the design parameters for the simulated cars such as acceleration, deceleration, car following model or driver information.
The HIL experiment is setup as follows.

- Length of the experiment: 600 s, of which the ISA algorithm is only engaged at around time 300 s;

- Total number of cars: 30, with uniform distribution of emission profiles among R016, R017, R018 and R019, and uniform distribution of types of vehicles, with a maximum speed of 100 km/h.

- The sampling time interval $\Delta T$ for collecting new information and updating the recommendations is 1 s.

Results of the experiment are depicted in Figure 7.6 and Figure 7.7. Figure 7.6 shows that in the turned-off stage of the ISA system (i.e. the first 300 seconds), the overall CO$_2$ emissions increase almost linearly until all 30 vehicles are added to the emulation (at around 130 s). From this point, it can be observed that the total emissions oscillate around an average peak value of 713 g/km. Again from Figure 7.6, we can observe that the overall CO$_2$ emissions reduce significantly once the the ISA algorithm is switched on, to an average of 475 g/km. In Figure 7.7 (top), a comparison between the evolution of the Prius’ driving and recommended speeds is presented. As can be observed, the recommended speed can be easily followed by the driver.

![Fig. 7.6 Evolution of the overall CO$_2$ emissions. The algorithm was turned on around time 300 s.](image)
7.4 Conclusions

In this chapter, we extended our previous discussions in Chapter 6 to determining the optimal speeds that should be followed by a fleet of conventional vehicles working to collaboratively reduce their emission generation. This idea has been implemented by adopting Algorithm 11 in Chapter 6, for the new cost functions of interest here. We show that the previously proposed ISA system can be implemented in a manner that accounts for vehicle density and composition, and that it is provably convergent (Theorem 9).

SUMO simulations and HIL emulations are given to illustrate the efficacy and acceptability of the algorithm. Finally, the algorithm has been implemented in a real production vehicle using nothing more than a smartphone and a commercially available OBD-II plug-in.
Chapter 8

Conclusions and Future Work

Abstract: In this chapter, we summarise our work in each chapter of the thesis. We also give some suggestions for potential directions for future research.

8.1 Summary

This thesis discusses the theoretical and application aspects of several distributed control techniques in the context of EVs, smart grid and smart transportation systems. We have provided a rigorous proof of the stability properties of a recently proposed consensus system with feedback, developed customised decentralised algorithms for a variety of practical applications and evaluated their performance with the aid of detailed simulation studies.

To motivate our discussion, we presented the background information on several related topics, arising from the deployment of EVs and the construction of the smart grid and smart transportation systems, in Chapter 1. These topics were classified into four main parts. In the first part, we introduced a useful mathematical algorithm that forms the basis for a number of control algorithms developed in other chapters. In the second and third parts, we considered EV related problems in the context of the smart grid. In the final part, we considered the applications of EVs interacting with a smart transportation system. In each part presented, we pointed out the challenges of the problems and highlighted the objectives and contributions of our work.

8.1.1 A Consensus Algorithm with Feedback

In Part I we discussed a class of recently proposed consensus algorithm with nonlinear feedback. The distributed algorithm is attractive since it has been widely used for solving
many application problems which require collaborative behaviours among agents to achieve some common goals. However, a rigorous analysis of the stability and convergence properties of the system has not been presented to date in the literature. In Chapter 2 we further studied the algorithm by establishing its relations with a Lure system, and explored certain conditions on the feedback functions so that the global convergence of the system can be assured. This is the main mathematical contributions of the thesis.

### 8.1.2 Grid Integration with EVs

In Part II we discussed topics related to grid integration with EVs. In Chapter 3 we investigated a variety of charging strategies to achieve coordination among EVs for different goals. The charging strategies were implemented on EVs, assuming no V2G capabilities, in typical low-voltage distribution networks (residential and SME areas). We began the chapter by presenting a comprehensive literature review on different EV charging strategies from the view point of EV consumers, DSOs and TSOs. Motivated by these wide variety of algorithms available for EV charging, we presented a common mathematical framework for formulating different EV charging problems that incorporates both power system and charging infrastructure constraints and caters for both instantaneous and temporal optimisation objectives. With this framework in place, different EV charging algorithms including decentralised and centralised and continuously and on-off based implementations, have been evaluated and compared using a realistic distribution network simulation. The results demonstrate that the enhanced AIMD, DPF, and distributed on-off charging algorithms, which cater for both grid constraints and communication overhead problems, provide an effective solution for charging of EVs offering significant benefits to both EV owners and utility companies. At the end of the chapter, we have also presented the design of a distributed wireless testbed for charging mobile phone batteries to physically evaluate the performance of the proposed distributed algorithms.

In Chapter 4 we investigated two V2G applications for providing effective ancillary services to the grid in different scenarios. In the first application we showed that by harnessing the power of V2G technologies, group of EVs could be used to balance both active and reactive power across the 3 phases, thus reducing current imbalance. To do this, we proposed a distributed consensus control framework and algorithms to deliver the required coordination in an efficient manner via EV charging/discharging. The proposed solution seeks to regulate EV charging in order to achieve equalised active power consumption across phases, while at the same time preventing overloading of the grid, and coordinating discharging activities of EVs so as to cancel out the reactive power consumption on the grid. Simulation results using realistic power system simulations have confirmed the efficacy of the consensus control
8.1 Summary

Algorithm and have demonstrated, in particular, that provided a sufficient number of EVs are connected to the grid a substantial positive impact can be achieved. To the best of our knowledge, this is the first time that a distributed consensus algorithm has been employed with EVs to address current imbalance issues.

In the second application, we considered a scenario in which a group of EVs were connecting to the grid providing fair and optimal power dispatch in a microgrid. Our starting point in this application is the observation that the surplus renewable energy generated from the microgrid can be used to charge the EVs when they are not in use, and that the energy can be returned to the grid if the battery charge is maintained above a minimum threshold. With this in mind, we modelled this problem in an optimisation framework where utility functions are used to take account of economic trade-offs, and formulated this problem with consensus constraints in terms of fair power dispatch of EVs. This optimisation problem has been solved using an iterative feedback algorithm derived from the system discussed in Chapter 2, taking account of practical grid constraints. Finally, we demonstrated the performance of the proposed algorithm, considering practical grid constraints, through realistic grid simulations. In this application, we have shown that the proposed iterative consensus algorithm can be used to solve optimisation consensus problems if certain conditions on the feedback signal can be satisfied. This is one of the main contributions of the thesis.

8.1.3 Optimal Energy Management Strategies

In Part III we discussed optimal energy management strategies in the context of the smart grid. In Chapter 5 we started the discussion by considering a fundamental power balancing problem in a microgrid connected with DERs. We have shown that the balancing objective is challenging due to a number of factors, e.g., the uncertain power supply, the uncertain energy offer, and the difficulties with designing an effective algorithm for real-time implementation in the EMS. In contrast to many conventional centralised based energy management strategies, our objective was to design an algorithm that automatically shares the power generation task among the available DERs in a way that is fair and distributed. To this end, we showed that one can design, using simple ideas based on AIMD, an effective distributed energy management system to achieve the above objective, without having to communicate real-time power availability from renewable resources, or the power required by the users, but by simply notifying the DERs with a single bit of information every time the provided power equals the required power. We have shown the proposed AIMD-like algorithm performs in practice as well as a centralised full-communication algorithm in simulations. In addition, we also showed that thermal energy requirements can be further included in the microgrid
operation by simply extending the algorithm for double power balancing requirements, and we presented simulation studies to validate the proposed method.

To conclude this part, we have demonstrated that the basic ideas of AIMD can be easily extended to solve optimisation problems with linear capacity constraints. Our approach was based on achieving consensus on the first derivatives of the utility functions (with convexity). The power balancing constraint was satisfied by applying the basic congestion solving mechanisms based on synchronised AIMD (i.e. broadcasting balancing notifications to the entire network). We have shown that the proposed AIMD-like approach can be implemented in a distributed manner with little communication overhead and control requirements for the EMS. This is the main contribution in Part III.

8.1.4 Distributed and Privacy-Aware Speed Advisory Systems

In the final part of the thesis we proposed a consensus based distributed speed advisory system that optimally determines a recommended common speed for a given area in order that the total emissions, or total battery energy consumptions of a group of EVs is minimised.

In Chapter 6 we showed how to design a distributed speed advisory system to minimise battery energy consumptions of a group of EVs in a city centre scenario. We formulated this design problem in a similar fashion to the optimisation problem introduced in Chapter 4. We showed that by adapting mathematical algorithms from Chapter 2, an effective SAS can be designed to maximise the energy efficiency of a group of EVs in a privacy-preserving manner. The proposed SAS provides an effective solution for EV owners, transportation system operators, and the grid companies. From the perspective of EV owners, the SAS maximises the energy efficiency of the group of EVs, thus extending their total travelling range. From the perspective of the transportation system, the consensus recommended speed signal would be helpful in smoothing traffic flow and thus reducing traffic congestion. From the perspective of the grid companies, the proposed SAS would effectively reduce the increasing energy requirements associated with EV charging, which helps to mitigate the heavy loading situation on the grid.

The proposed SAS concept was extended in Chapter 7 to support minimisation of emission generation of conventional vehicles in a highway scenario. We have demonstrated that by adapting the methodology developed in Chapter 6, the SAS can be implemented in a similar fashion, while taking account of vehicle density and composition. The performance of the system was further validated through a variety of simulation studies including SUMO and HIL tests involving real vehicles.
8.2 Future Work

This section outlines some potential directions for future research.

8.2.1 Grid Integration with EVs

The comparative framework presented in Chapter 3 was designed to evaluate the performance of different EV charging strategies applied in distribution networks focusing on the power flow and voltage issues arising from the interaction between the grid and EVs. This work can be extended in a number of directions. It would of interest to include the impact of EV charging on transient grid stability as reflected by frequency variations on the grid and to investigate how decentralised/distributed algorithms (e.g. AIMD and DPF) can be modified to improve grid stability. It would also be interesting to evaluate the practical performance of each introduced method from the perspectives of communication overhead, delays and protocols, by developing an effective communication channel model using realistic network simulators (e.g. NS3 [78] and OMNeT++ [205]). Developing a more complex network scenario, e.g., city scale distribution networks, to validate the performance of the charging strategies on a large scale would also be desirable.

In the context of V2G applications, the proposed consensus algorithms were applied to minimise current imbalance and optimise the power dispatch of EVs in Chapter 4. For the first V2G application, it would be of interest to investigate how to apply the consensus ideas on EVs to address voltage imbalance issues and frequency regulation problems in future research. However, as we mentioned previously in Chapter 4, addressing voltage imbalance issues using EVs will be more challenging since the voltages along phases depend on the distribution of the individual loads, which we did not need to consider in the study of the current imbalance problem. For frequency regulation services, some recent work [70, 71, 201] has demonstrated the potential of V2G in this regard. As an extension for the second V2G application, it would be desirable to explore suitable business models to support the practical (commercial) implementation of the proposed V2G programme.

8.2.2 Optimal Energy Management Strategies

In Chapter 5 our proposed approach was tested on a simple microgrid scenario with a few DERs and a total load of the order of a few MW. In future work the scenario could be further extended by considering the presence of large scale storage systems in addition to the distributed dynamic storage provided by EVs. This would provide more flexibility for power regulation in the microgrid, however it also poses challenges for optimal algorithm
design. Reference [190] shows in a different context, how AIMD algorithms can be modified to further include reactive power management. It would be interesting to explore this idea in the context of the microgrid scenario and coordination framework presented here, and in particular, how multiple, potentially competing optimisation objectives can be incorporated.

### 8.2.3 Distributed and Privacy-Aware Speed Advisory Systems

In Chapters 6 and 7 we proposed an effective SAS for optimising both electric and conventional vehicles networks. There are a variety of ways this work can be extended, for example: recommended speeds can be communicated, for instance, by establishing a speed limit in the area of interest. However, the speed indicated in the speed limit, and the true steady-state of vehicles are clearly different. Realistic transportation simulations will allow us to identify the most convenient speed limit that in turn would result in an average speed close to the optimal one. Clearly, such an analysis is affected by the specific characteristics of the city centre of interest.

In the simulation studies presented in the thesis the true communication network underlying the fleet of vehicles has not been modelled. We simply assumed that communications can occur in a random fashion. In future work, we shall further include realistic communication networks in the mobility network simulator (e.g., VanetMobiSim [72]) to validate the effectiveness of the SAS algorithm for specific applications of interest (e.g., in terms of convergence speed).
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